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Abstract

The agricultural and food sector is an ideal casénfvestigating the political
economy of public policies. Many of the policy demments in this sector since the 1950s
have been sudden and transformational, while otieere been gradual but persistent. This
article reviews and synthesizes the literaturerends and fluctuations in market distortions
and the political-economy explanations that havensdvanced. Based on a rich global data
set covering a half-century of evidence on comnieslitountries, and policy instruments,
we identify hypotheses that have been exploreteariterature on the extent of market

distortions and the conditions under which reforayrbe feasible.
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1. Introduction

Throughout the world and over much of history, algeicultural and food sector has been
subjected to some of the most heavy-handed govertaiiaterventions. The economic
importance of those interventions to the wider camity escalates periodically, and now is
such a time. As the World Trade Organization (WE@)ggles to conclude the Doha Round
of multilateral trade negotiations, agriculturalipp reform is once again a contentious issue.
In 2004, existing agricultural and trade policies@unted for an estimated 70 percent of the
global welfare cost of all merchandise trade digios, even though the agricultural sector
contributes only 6 percent of global trade and iRt of global GDP (K. Anderson,
Cockburn, and Martin 2010, Table 2.3).

Agricultural policies have been newsworthy sinG@&as food prices have spiked
upward. Biofuel policies have partly caused theseespikes, and in turn, the effects of
biofuel policies have been exacerbated by the {padiey responses of numerous countries at
a time of low global grain stocks. Responses bylfearplus developing countries typically
have involved restrictions on exports, while thbgdood-deficit developing countries have
involved a lowering of import barriers. Policyma&enstensible motivation has been to
prevent a decline in national food security; eamintry has aimed to protect its domestic
consumers (and indirectly, to protect governmefitiafs currently in power). Together,
however, these actions have amplified internatipnake spikes so that each country’s
measures have harmed other countries’ consumensiiMad Anderson 2012; Carter et al.
2011).Thus, although trade-related policy interimrd are less newsworthy than price and
supply fluctuations, they may have more influenndamg-run economic growth, investment
incentives, and the distribution of global welfare.

For advancing economies, the most commonly artiedleeason to restrict food trade
has been to protect domestic producers from ingmripetition as they come under
competitive pressure to shed labor. However, sueasures harm not only domestic
consumers and exporters of other products butfateggn producers and traders of food
products. Accordingly, these measures also dimingtonal and global economic welfare.
For decades, agricultural protection and subsidiésgh-income (and some middle-income)
countries have depressed international pricesrof faoducts (Tyers and Anderson 1992;
Rausser and de Gorter 2012), lowering the earrihfgrmers and associated rural
businesses in developing countries. The Haberis§LReport to GATT forewarned that
such distortions might increase, and indeed, theyise between the 1950s and the early
1980s.

Changes in food prices also create winners andd@saong the poor. Recent spikes
in food prices have led to greater emphasis ifitdature on the impact of food prices—and
thus of rich countries’ agricultural policies—orobhl poverty (e.g., Swinnen and
Squicciarini 2012). It has been argued for dec#ugissuch distortions have added to global
inequality and poverty, since three-quarters ofwbed’s poorest people depend, directly or
indirectly, on agriculture as their major sourcenaiome (World Bank 2007). Accordingly,
protectionist policies of high-income countries &deen partly responsible for international
income inequality and poverty in developing cowegr{K. Anderson, Cockburn, and Martin
2010).

Of course, the agricultural policies of rich couggrhave not been motivated by their
effects on global poverty but instead by their dsticeconcerns. But it is important to
observe that developing countries’ policies havéhir depressed the price incentives for



their farmers, thus exacerbating the deleteriofectsf of the richer countries’ narrow focus
on domestic consumers. The governments of manya@g countries have taxed their
farmers more heavily than producers in other sec#dmell-known example is the taxing of
exports of plantation crops in post-colonial Afrigates 1981). Many developing countries
have also chosen to overvalue their currency ampditsue an import-substituting
industrialization strategy by restricting imporfsneanufactures. Together, these measures
have indirectly taxed producers of other tradaltelpcts in developing economies, most of
whom have been farmers (Krueger, Schiff, and Vald®88; 1991). In other words, policies
in developing countries have not been motivated dgsire to alleviate poverty in their rural
areas (where most of the world’s poor reside) anyenthan have been the policies of
developed countries. The resulting disarray in dadriculture, as D. Gale Johnson (1973)
described it in the title of his seminal book, haanifested itself in overproduction of
agricultural products in high-income countries anderproduction in low-income countries.
This disarray also means that there has beenngsational trade in such products than
would have been the case under free trade. Theesntt is thinner and thus more volatile
markets for these weather-dependent products.

In developed countries, agricultural policy remaiisproportionately important
compared to the relatively small shares of therepst agriculture component in GDP and
employment. For example, the Common Agriculturdldq CAP) continues to absorb 40
percent of the entire EU budget. Agricultural aachf employment and output in developed
countries has declined markedly, yet agriculture agricultural policy are still such a priority
in these countries’ trade negotiations that thegyeap willing to let the current round of WTO
negotiations—on which the future growth of globatome and the trade of all goods and
services depend—collapse over disputes on agrialdpolicy reforms. To be sure, symptoms
of widespread policy and international governarsleifes can be found in both developing
and developed countries. Although economists hayeea against agricultural subsidies and
trade barriers for decades (e.g., Irwin 2002),eckgtterests’ political forces continue to
dominate domestic agricultural policy in both rextd poor countries.

The objective of this article is to review and $\gtize the literature that investigates
trends and fluctuations in agricultural- and foauigy distortions as well as the political-
economic theories that have been advanced to exgleh distortions. We identify
hypotheses that have been explored in the litexatoncerning the extent of price distortions
and the potential for the adoption of sustainabiéateral and multilateral policy reforms in
developed, developing, and transition economieseWpghasize that although many countries
have recently begun to adjust their agricultural aade policies, these reforms have not kept
up with the effects of globalization in the noniagttural sectors of the world economy. We
examine the extent to which these more-recent @tuial-policy reforms have succeeded in
reversing the prior era’s policy distortions, anel @plore the sustainability of these reforms.

Throughout our assessment, we emphasize the @itentpirical insights that are
embedded in a global five-decade database of esédetently compiled by the World Bank.
This database updates and dramatically expandsnol@rstanding of the distortions to market
incentives across the globe. The recently imprgadical-economic conceptual lenses,
combined with the new global database, allow thpigoal testing of a rich menu of
hypotheses about patterns across countries, cortiegpdind policy instruments.

2 Using a stochastic model of world food marketsefyand Anderson (1992) found that instability of
international food prices in the early 1980s waséttimes greater than it would have been undertfesle in
food products.



Recent political-economic frameworks have focusedssues beyond the structural
economic factors on which most earlier researciteomated® These conceptual frameworks
have focused on micro-foundations for political @@nomic decision making by
establishing stronger links between theory and sagpiemphasizing forces such as
governance structures, political institutions, ateblogy. These developments include
extensions of the Grossman and Helpman (1994; 1888gl on political economy of trade
policies: work by Acemoglu and Robinson (2001; 208 the interactions between
institutions and policymaking; applications of Barand Ferejohn’s (1989) model of decision-
making rules and the role of agenda setting; wgrRkbland (1994; 2000) on the political
economy of transition; by Shleifer (1997) on thierof bureaucracies and corruption in
policymaking; by Persson and Tabellini (2000; 200@the political economics of fiscal
policy and macro-economic policy and on the roleaistitutions; and by Rausser, Swinnen,
and Zusman (2011) on how integrating the four majalytical dimensions of public-policy
analysis (incidence, mechanism design, politicahemy, and governance structures) can
facilitate the separation of the public interesnirspecialized interests in any attempts to
sustain policy reforms conditioned on political-eomic equilibria.

In our presentation, we first document the key daia stylized facts that have
emerged from the new global five-decade databasepMsent a series of tables and figures
that show quantitative indicators of the extenpalicy interventions, as well as statistical
estimates of the degree of price distortion. We tteview the political-economic hypotheses
that have been explored in the literature to erplagse patterns and assess the empirical
evidence that has emerged. Finally, we draw imfiioa from this empirical evidence and
identify directions for new research, with an engida@n the potential for agricultural-policy
reforms.

2. Stylized Facts

Many agricultural- and trade-policy developmentshef past half-century have happened
quite suddenly and been transformational. Suchtevealude decolonization in Africa and
elsewhere around 1960; the creation of the ComngicAtural Policy (CAP) in Europe in
1962; the introduction of flexible exchange ratesrf the 1970s; liberalization, deregulation,
privatization, and democratization in many coumstfi®mm the mid-1980s; the opening of
markets in China in 1979, in Vietnam in 1986, am@&astern Europe (following the fall of
the Berlin Wall) in 1989; and the demise of the i8bWnion in 1991. More subtle are the
influences of policies that change gradually ind¢barse of economic development, as
incomes grow and comparative advantages evolvewBat do the quantitative measures of
distortions and reforms reveal?

Empirical indicators of agricultural price distamis (called Producer Support and
Consumer Subsidy Estimates, or PSEs and CSEs)jeaveprovided consistently for 25
years by the Secretariat of the OECD (2011) fothitsy member countries. However, the

3 our paper is a successor to the paper publishd@&EbYyy Binswanger and Deininger (1997). It makes three
additional contributions. First, we cover the fglectrum of countries (not only developing cousjri©ur
empirical evidence covers countries that accoun®2opercent of the world’'s population and agrigrat
production and 96 percent of global GDP. Secondpaper covers agricultural price- and trade-disigr
policies more thoroughly (while giving somewhatslestention to factor market distortions). And dhiwe

place particular emphasis on the substantial bédyemretical and empirical research that has Ipedatished
during the past fifteen years (that is, since tlostmecent citations in Binswanger and Deininger).



OECD provides no comprehensive time-series ratessistance to producers of non-
agricultural goods to compare with the PSEs, navlwdt took place in those advanced
economies during earlier decades. Data for thedieredecades from developed economies
is needed in order to assess how various counp@iies evolved during stages of
development similar to those of today’s middle-imeocountries. As for developing
countries, almost no comparable time-series estsnaere generated in the two decades
following the seminal work of Krueger, Schiff, awdldés (1988; 1991), which covered
between 15 and 25 years prior to 1985 for justeévietbping countries.

Fortunately, a new database of agricultural digtogt has been developed recently by
the World Bank (K. Anderson and Valenzuela 200&laipd and extended by K. Anderson
and Nelgen 2012b). This new data complements atahds the OECD’s PSE/CSEs and the
Krueger, Schiff, and Valdés studies. It builds loose earlier databases by providing similar
estimates for other significant (including many {owome) developing economies, by
estimating new and more comprehensive policy iridisaand by providing measures of
price distortions also for non-agricultural tradzsl

The new World Bank database includes estimate8Xaountries, which together
account for between 90 and 96 percent of the weapdpulation, farmers, extreme poor
living on less than $1.25 per day, agricultural GBRd total GDP. The sample countries also
account for more than 85 percent of agriculturabpiction and employment in each of
Africa, Asia, Latin America, and the transition-aomnies region of Europe and Central Asia,
as well as for all of agricultural production ararh employment in OECD countries. In the
data set, the spectrum of per-capita incomes rang@ssome of the poorest countries
(Zimbabwe and Ethiopia) to some of the richest (dy). Not all countries had annual data
for the entire 1955-2010 period, but the averagelar of years covered is 45 per country.
(The full list of developing countries by regionug lists of the transition economies and
high-income countries in the data set, is proviaeitie Appendix Table.)

Nominal Rates of Assistance (NRAs) and ConsumerBHguivalents (CTES) are
computed for 75 different farm products, with aeage of almost eleven per country. This
product coverage represents about 70 percent gfrtiss value of agricultural production in
each of the focus countries and just under twashaf global agricultural production, valued
at undistorted prices over the period covered h@ftorld’s 30 most valuable agricultural
products, the NRAs cover 77 percent of global oufmnging from two-thirds for livestock
to three-quarters for oilseeds and tropical crapsfave-sixths for grains and tubers). These
products represent 85 percent of global agriculexports.

Such comprehensive coverage of countries, prodatsyears offers the prospect of
generating a reliable picture of long-term tremdpalicy indicators for individual countries
and commodities, as well as for country-groupsioregy and the world as a whole. This data
set reveals distinct patterns of price distortiaogss countries and over time, only some of
which has the literature to date identified andi@xed. These patterns are summarized here
under four headings: sectoral distortion variaBeross countries; intrasectoral variation
across products; year-to-year variations in ratesstortion; and policy-instrument choices.
Before presenting estimates for each of theserpattgegories, we first present the price-
distortion measures used.

* An exception is a set of estimates of nominalgafeprotection for key farm products in China,itnd
Indonesia, and Vietnam since 1985 by Orden e28D7Y). The OECD (2009) also has released PSEsr&xilB
China, and South Africa, as well as several Eagtainopean countries, which have since been updat2d10
(OECD 2011).



2.1. Measuresof Price Distortions

Historically, agricultural and non-agricultural demeasures (border taxes and protectionist
Non-Tariff Barriers, or NTBs), together with myle exchange rates, have distorted product
prices more commonly than have trade subsidiesctditomestic producer or consumer
subsidies, or domestic taxes or quotas that altetyzt or input prices. However, in high-
income countries since the 1970s, export subskdigs grown in importance; and, since the
1980s, domestic support measures that (to varyitents) are decoupled from production
decisions have begun to play a larger role. Fumtbeg, since the inception of the WTO in
1995, most NTBs have been converted to tariffsnémy countries, however, those tariffs
have been legally bound at well above applied ra@shat such countries have been able to
continue to vary border measures as internatiomeé$ or domestic supplies have fluctuated
from year to year.

The Nominal Rate of Assistance (NRA) measure®disns imposed by
governments that create a gap between current diocrpeses and the prices that would exist
under free markets. Under the “small-country” agstiom, this rate has been computed for
each commodity product as the percentage by whaghrgment policies have raised gross
returns to farmers above what they would have beenthe government not intervened (or
the percentage by which government policies haweied gross returns, if NRA<O0). The
rate includes the output-price-altering equivalgfrany product-specific input subsidies or
taxes: A weighted-average NRA for all available produistslerived using the value of
production at undistorted prices as product weightsthis NRA for available (covered)
products is added a “guesstimate” of the NRA fargavered products (on average, about 30
percent of the total in value terms), along witheatimate of the NRA from non-product-
specific forms of assistance to (or taxation ofjrfers.

Since the 1980s, some high-income governments &aweprovided decoupled
assistance to farmers. Because that support,noiple, does not distort resource allocation,
its NRA has been computed separately and is nhtded for comparison with the NRAs for
other sectors or for agriculture in developing daes. Each year, each covered commodity’s
industry is classified as either import-competiag producing exportables, or as producing a
nontradable. The aggregate non-covered industiypgialso subdivided into these three
categories. This classification allows the generaiach year of the weighted-average NRAs
for exporting versus import-competing producers.

Also reported is a production-weighted average N&Anon-agricultural tradables,
so that this rate may be compared to the rategiacw@tural tradables via the calculation of a
Relative Rate of Assistance (RRAThe latter is defined in percentage terms as:

RRA = 100*[(100+NRAal/(100+NRAnonal-1]

Here, NRAajand NRAnonalare the percentage NRAs for the tradable partiseof
agricultural (including noncovered) and non-agtietdl sectors, respectivefy(Note that if

®> The NRA differs from the OECD’s PSE in that theEAS expressed as a percentage of the distorteerrat
than the undistorted price. Hence, the PSE is &jfgismaller than the NRA, and it cannot exceed ié&@ent.
® The RRA recognizes that farmers are affectedusitjy prices of their own products but also by the
incentives faced by non-agricultural producers trigdor the same mobile resources. That is, lieiative
prices, and henaelative rates of government assistance, that affect inesto producers. Nearly eight
decades ago, Lerner (1936) advanced his Symmeggrém to prove that in a two-sector economy, aroinp
tax has the same effect as an export tax. Thistr@so holds for a model that includes a thirdtseproducing
only nontradables (Vousden 1990).

" K. Anderson, Kurzweil, et al. (2008) explain thia® NRA estimates for non-agricultural tradablesar
weighted average of assistance to manufacturing@andn-farm primary production, using sectoral G2B



both of these sectors are equally assisted, the RR&ro.) This measure is useful, since if it
is below (or above) zero, it provides an internadity comparable indication of the extent to
which a country’s sectoral policy regime has arn-dot pro-) agricultural bias.

The cost of government policy distortions in temhsesource misallocation tends to
be greater as the degree of substitution in proaluatcreases. In the case of agriculture,
which involves the use of land that is sector-dpebut transferrable among farm activities,
the greater the dispersion of NRAs across indiswi¢éhin the sector, the higher will be the
welfare cost of those market interventions. Assalitea measure of the dispersion of the
NRA estimates across the covered products is &sergted for each country.

Following J. Anderson and Neary (2005) and Lloydhser, and Anderson (2010), we
also report from the database a Welfare ReductideX (WRI) and a Trade Reduction Index
(TRI). The former measure recognizes that the welfast of a price distortion imposed by a
government is related to the square of the pricdgerend thus is positive, regardless of
whether the government’s policy favors or hurtsdpieers in a particular sector. The TRI
measures the extent to which import protectionxpoé taxation reduces the volume of
trade. In our analysis, TRI is the percentage umiforade tax which, if applied equally to all
agricultural tradables, would generate the samectéxh in trade volume as the actual
intrasectoral structure of distortions to domeptices of such tradable goods. Similarly, the
WRI is the percentage uniform trade tax whichpipléed equally to all agricultural tradables,
would generate the same reduction in national evanwelfare as the actual intrasectoral
structure of distortions to domestic prices of éheadable goods.

The empirical measures outlined above allow ugtef out key stylized facts. In our
presentation, we divide the world economy into kigtome countries (Western Europe, the
United States/Canada, Japan, and Australia/Nevaddglthree emerging-country regions
(Africa, Asia, and Latin America), which we referds “developing countries”; and
European economies that were in transition froniasism in the 1990s, plus Turkey and
Israel® When the last of these three groups is not showticitly in the Figures and Tables,
its economies are included with those of the ofigin-income countries.

2.2.  Sectoral Distortion Variation

Historically, the higher a country’s per capitadanee, the higher have tended to be its
nominal—and especially relative—rates of assistao@griculture (NRAs and RRAs). More
generally, policy regimes, on average, have haw-agricultural bias in high-income
countries and an anti-agricultural bias in develggountries. However, since the 1980s,
both the anti-agricultural policy bias in develapicountries and the pro-agricultural bias in
high-income countries have diminished, and thedvanps’ average RRAs have converged
toward zero (Figures 1 and 2).

In the case of developing countries, it is cleanfrFigure 2(a) that the rise in their
average RRA is due as much to a decline in assistannonfarm sectors (especially cuts to

weights. This approach thus avoids the complicatioestimating assistance to the services seatwagy of
which involve governmental and other nontradabtevies). For most countries, industrial importites and
the tariff equivalent of quantitative import restibns dominate this measure. Insofar as some opwig-
country case studies had access only to tariffgyri€lerson et al. understate the denominator oRIRA
formula and hence, the size of the negative RRA6ah countries.

8 There are no other Middle East countries in tha dat. Sub-Saharan Africa refers to Africa exalgdhe
only two North African countries in the set, namedlgypt and Morocco (the subregion’s two largest
economies).



manufacturing protection) as to declines in agtiuzal disincentives (especially cuts to
export taxes). However, the extent and speed ofergence vary across regions. Among
developing countries, convergence has been grdateAsia and least for Africa; among
high-income countries, it has been greatest foEtm®pean Union and almost non-existent
for other Western European countries (non-EU WIBE 3ole exception is the dip for most
countries in 2005-10, when international food mimese steeply (Figure 3For EU
members, the RRA declined from an average of 7@epeiin the 1980s to 11 percent in
2005-10. Consequently, the trade- and welfare-temtumdexes of the two main country-
groups have traced an inverted-U shape, risingeartid-1980s before more than halving
since then (Figure 4).

The averages reported in Figures 1-4 hide thetfiattooth the level and rate of
change in distortion indicators still vary consilgy across countries. National RRA
estimates for 2005-09 varied from around -40 pearmrseveral African countries to around
100 percent for a few high-income countries (FigpkeClearly, much could be gained from
international relocation of production and consumpto remove these cross-country
differences.

Over the fuller time series from 1955 to 2007, dReent to which RRAs vary at any
level of per capita income or comparative advantagelbstantial (Figure 6). Based on
regression analysis, those two variables, per@apibome and comparative advantage,
account for 59 percent of the variation in RRAsbgldy. However, the adjusted? & only
0.42 for high-income countries, 0.33 for Latin Amsay and 0.07 for Africa (Table 1). These
differences suggest that the causes that undeRRe ¢hanges may vary significantly across
regions.

The adjusted &for high-income countries is lower for the pos8%%eriod than for
the pre-1985 period, but only slightly so (0.40@€L7). This lack of significant change is
consistent with the observation that among higlvine countries, only those in the European
Union have experienced significant declines in RRAhe four half-decades to 2004
(Figures 3(b) and 7). For the developing-countgjiaes, by contrast, the adjustedliR
slightly higher post-1985 than pre-1985. This snmadtease is consistent with the slightly
steeper rise in these countries’ average RRA flmlB®80s (Figure 2(a)).

Of particular note is that the average RRA for dep@g countries, which converged
toward zero from the 1980s, did not stop at zetd'twershot” after the early 1990s. For
Korea and Taiwan, this evolution to a positive R&&urred in the early 1970s. For the
Philippines, it happened in the latter 1980s, amdChina, India, Indonesia, and Malaysia, it
happened in the first decade of the current cer{iaple 2). We present a mapping of those
changes against per capita income in Figure 8.

2.3. Intrasectoral Distortion Variation
Within a country’s agricultural sector, whether tteintry is developed or developing,

product NRAs vary widely (Figure 9). Some commoditgduct NRAs are positive and high
in almost all countries (sugar, rice, and milk)h@&t are positive and high in developed

® Australia and New Zealand are exceptional in thay had an anti-agricultural policy bias for mokthe
twentieth century because their manufacturingftariftections far exceeded agricultural supportghBectors’
distortions were reduced in the final third of tentury and are now close to zero (K. Andersonyd|@and
MacLaren 2007).



economies but highly negative in developing coest{most noticeably, cotton). Still other
product NRAs are relatively low in all countries€tl grains and soybeans as inputs into
intensive livestock; pork and poultry as stand@&chhology industrial activities). The
variability of NRAs across commodities around tiwerall national sectoral average NRA
was slightly lower in the most recent decade thavas in the 1960s and 1970s for the world
as a whole. But the picture is mixed: NRA variapilvas substantially lower only for
Western Europe and Australia/New Zealand and soraeletver for Latin America. In
contrast, NRA variability was a bit higher for Adfa and North America and substantially
higher for Asia including Japan (Table 3). Theu®sl of global variability across
commodities to decrease significantly suggeststtimmovement of the mean-NRA toward
zero has not been accompanied by a fall in themae across commodities within the sector.
This pattern explains why the WRI in Figure 4(b}t#l well above zero, since the welfare
cost of a sector’s policy regime is greater as cordity NRAs within that sector are more
dispersed. As is the case for variations in setcthstortion across countries, much could be
gained from intra-country resource re-allocatiothwn the agricultural sector and from the
altered consumption patterns that would emerge fiemmoving cross-product differences.

A crucial component of the NRASs’ product dispersisthat the agricultural-policy
regimes across countries tend to have an anti-bde This bias has declined over time for
the developing-country group, mainly owing to dees in agricultural-export taxation, and
despite growing agricultural-import protection. Foe high-income group, the anti-
agricultural trade bias has shown less of a dowdwand over time, because agricultural
export subsidies rose and then declined, as didringpotection (Figure 10). These factors
explain the smaller decline in the TRI for high@nte versus developing countries (Figure
4[a)).

2.4. Year-to-Year Variation

Around the long-run trend for each country, weseeh fluctuation from year to year in
individual product NRAs. This tendency has not diistied since the mid-1980s for
developing countries, and it has even increasediffir-income countries (Table 4). The
negative correlation of NRA country commoditieshwihovements in the international price
of the product in question is largely responsiblethis pattern. As shown in Table 5, on
average, barely half of the change in an internatiprice is transmitted to domestic markets
within the first year.

As noted earlier, governments are keen to prevemiedtic prices from being affected
by spikes in international prices. In both agriatad-exporting and agricultural-importing
countries, and in high-income as well as developmygntries, large changes in nominal
assistance coefficients (NAC = 1+NRA)/100) occurimy periods of international price
spikes—whether up, as in 1974 and 2008, or dowim 4986 (Table 6).

2.5. Relative Contributions of Policy I nstruments

Across countries and time periods, governments baed a broad array of policy
instruments. They include distortions to input nedsk(largely subsidies, plus controls on
land use), production quotas, marketing quotagetaprices, price subsidies or taxes in
output markets, and especially, border measuréslitetly tax, subsidize, or quantitatively
restrict international trade. Meanwhile, publiciagitural-research investments in 2000-04



amounted to less than 2 percent of the gross dlagricultural output at undistorted prices
in high-income countries. In developing countras.even smaller percentage (1 percent) of
public-sector investment has been devoted to relseard development (K. Anderson 2009,
Table 1.11).

On an expenditure-flow basis, country expenditaresesearch public-good
investments pale in comparison to losses resuitorg commodity price distortions. The
major vehicles responsible for these losses ade{palicy instruments such as export and
import taxes and subsidies or quantitative regtnst along with multiple exchange rates.
These trade-policy instruments account for notleas three-fifths of agricultural NRAs
globally. As a result, they are responsible foeaen larger share of global welfare cost and
agricultural WRIS' In contrast, internal domestic agricultural paithat directly subsidize
or tax outputs and inputs contribute only minimatlyNRAs. However, from a domestic
political viewpoint, in some countries it is notryeneaningful to separate internal
redistributive policy instruments from border maas.) since the latter are often implemented
in order to rationalize the former (Rausser 1995).

Given the dominance of trade-distorting policy instents, what does the World
Bank panel data reveal with respect to policy mefs? Figure 10(a) shows the phasing out of
export taxes by most developing countries. Thisrrafthas been particularly striking,
although it has been reversed in a few developinmiries—most notably, in Argentina
following a major devaluation in late 2001 (Sturegger and Salazni 2008). In sharp
contrast, as assistance to import-competing adui@llsubsectors of developing countries
has grown (Figure 10[a]), the relative importantenport taxes has increased dramatically
(Figure 11). In Western Europe, the growth of dgded, more-direct income-support
measures, along with the virtual abolition of alpport measures in Australia and New
Zealand, reveals a far different pattern than ghincome countries in East Asia, where
border-measure supports continue to dominate (Ei@jayj.

Input subsidies are a relatively minor componennokt countries’ assistance to
farmers. But they lingered on in Australia and N&saland when most other forms of
assistance were being phased out, and such subkaire also remained about one-fifth of
the total NRA in the United States (K. Anderson200haps. 4-5). With two notable
exceptions, input subsidies are even less commdavaloping countries, where funds for
such direct subsidies are scarcer. The importazgmions are India and Indonesia. In India,
input subsidies contributed 7 to 9 percentage pdmthe agricultural NRA in the 1990s and
10 points in 2000—-04. In Indonesia, such subsidé® contributed 2 to 4 percentage points
to the agricultural NRA since 1990. (They also citted from 5 to 9 points in the 1970s
and 1980s—even at times when the overall agriallsector of those countries had a
negative NRA.)

Up to the 1980s—and in some cases the early 19908asiquite common for
developing-country governments to intervene inrttagket for foreign exchange. Such
interventions added to the anti-trade biases tlea¢ wargeted at tradable sectors, including
agriculture. However, these interventions largebappeared by the mid-1990s, as initiatives
took hold to reform overall macroeconomic poliay.Ghina, for example, trade taxation
associated with the country’s dual-exchange-ragéesy accounted for almost one-fifth of the
(negative) RRA in the 1980s. However, since the-h880s, that system has been abolished
(Huang et al. 2009).

% This is because trade measures also tax consuamersyelfare costs are proportional to the squeetmde
tax.
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As governments seek to prevent domestic prices beimg affected by periodic
spikes in international prices, large changes énréfative importance of different policy
instruments occur. This is evident when we exarthieeestimated contributions to total
agricultural TRIs of various policy instruments uhgr the upward price spikes around 1974
and 2008 and the downward spike around 1986. Ireszases, trade taxes even temporarily
disappeared; in other cases, trade subsidies echergexpanded. Table 7 reveals that even
when aggregated over all developing or high-incamntries, the contribution of export
taxes and import subsidies to the overall TRI resed falls with international prices, while
the opposite is true of import taxes and exporsglies.

2.6. Summary

From the analysis of the data, it is clear thatamdjfferences in public-policy distortions in
food and agricultural markets exist among countaesong agricultural subsectors within
countries, among policy-instrument choices, and tiwee within a particular country. We
observe important changes in sectoral distortimes tme. Developing countries, on
average, are gradually phasing out anti-agriculjpwlicies, and some are increasingly
protecting their import-competing farmers. The etioin in high-income countries is mixed:
some high-income countries are reducing assistan@@mers, while Australia and New
Zealand have also greatly reduced manufacturingggtions that had been indirectly
harming agricultural producers. But in all high-@mee countries, the relative importance of
various farm-policy instruments has changed sigaiftly, and the contribution of price-
distorting measures has declined.

Some important stylized facts apply with littlefdrientiation over time or between
high-income and developing countries. The firsgadly mentioned, is the propensity for
governments of both agricultural-exporting and agtural-importing countries to insulate
their domestic markets from international priceefiiations despite globalization tendencies
elsewhere in the economy (Tables 6 and 7). Thenskstylized fact is that a strong anti-trade
bias for agricultural industries persists (Figufg, ven though significant market-opening
policy reforms have been instituted over the pastdecades. This persistent anti-trade bias
is also reflected in the stylized fact that thatiehship between RRAs and agricultural
comparative advantage is negative (Figure 6[b]g fiird general stylized fact is the
persistence of the individual dispersion in commpdssistance within the agricultural
sectors of most countries (Table 3).

3. Explanation of the Stylized Facts: A Political-Economy Lens

The lens of political economy provides a framewinkidentifying the causal mechanisms
behind the variations in policy interventions otiere and across sectors, individual
commodities, and alternative policy instrumentsil$b allows us to draw implications for
agricultural policy reform. In short, political amd¢onomic forces influence the strategic
interactions among various interests in any pyticy—making process. Various schools of
thought in political econonty have provided insights into the conflicts betwéempublic

Y The historical origins of the political-economénk can be traced back to the original architefdtiseo
economics discipline, namely Adam Smith, Mill, Weelll, and Marshall, none of whom was a stranger to
political-economic analysis. Modern political-ecamo analysis was initiated by Anthony Downs witls hi
seminal 1957 bookAn Economic Theory of Democradfany publications have surveyed the political-
economic literature during the last few years. Galmeviews of the literature have been preseniellibeller
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interest and special interests that naturally emarghe design and implementation of public
policies, including those that affect agricultusald food markets. Research in this field and
many applications to agricultural and food polidiese shown how various forces influence
policy decisions and their implementation. Inclu@edong these factors are income
distribution, economic structure, governance stmas (including domestic political
institutions and international organizations), idey, and political organization.

Armed with the rich political-economic formulatiotisat have emerged over the last
few decades, it is possible to explain severahefstylized facts presented in Sectiolf 2.
They include not only the general tendency of coestin the course of their economic
development to gradually move from taxing to suiagigy agriculture but also to counter
international price —, to adopt policies with anidrade bias, to adopt new types of
instruments, and, in some high-income countriesedoice agricultural production assistance
to farmers.

3.1. Income Distribution and Countercyclical Bias

Distortions in agricultural and food markets re$rdin policies designed to alter the
resulting distribution of income from what wouldchetwise emerge under unfettered market
outcomes. As a result, the “without-policy” incomtistribution plays a major role in policy
decisions. Income distribution may change for gtmat or cyclical reasons. For example,
overall economic development is typically assodatéh some sectors growing and some
declining faster than others. Growth and declinepacific sectors affect the intersectoral
distribution of income. In addition, agriculturabnkets and food prices fluctuate around
longer-term trends, causing important short-teranges in income and welfare distribution.
Historically, this has induced governments to wé@e in order to (partially) offset these
market developments. In particular, as we have gesection 2, governments continue to
intervene in order to insulate their domestic agtizal markets from international price
fluctuations. This tendency involves increasing amgariffs or export subsidies when
market prices decline and suspending import taoiffexport subsidies (or increasing export
taxes) when market prices rise. The persistensedf policy responses is particularly
evident when international prices for staple fogpike. At such times, both exporting and
importing nations alter their trade taxes (Tableé 7), but in opposite directiots.

(2003) and Weingast and Whitman (2006). For revifaus leading economic journals focusing on game-
theory formulations since the year 2000, the swwayDewan and Shepsle (2008a; 2008b) are invadudibre
specific reviews are available for trade policyg&man and Helpman 2001; 2002; Rodrik 1995); fiandl
monetary policy (Persson and Tabellini 2000); #latronship between governance structures and fisch
growth-promoting policies (Persson and Tabellifd20 and agricultural policies (de Gorter and Swim2002;
Rausser and Goodhue 2002).

12 For a review and assessment of six alternativedisiof political-economic thought, see RausselinSen,
and Zusman 2011, Chap. 1.

3 Thus, such events exacerbate the internationz# ppike. They cause large transfers between fRpdreng
and food-importing countries by amplifying changethe terms of trade, favoring food exporters dgri
upward price spikes and food importers when pritesip. Since each country group’s action reduces th
capacity of the other country group to insulatedidsestic markets, little stands to be gained fsoch
measures—and much stands to be lost (at leashéogimup each time, via the terms of trade). Matkital
agreements to desist from such insulating actiewe lbeen elusive. Bound tariffs were agreed theén t
Uruguay Round Agreement on Agriculture, but taifidings were set well above applied rates for many
countries. Meanwhile, food-export subsidies afeprmitted, and export taxes and import subsidiasain
undisciplined by the WTO.
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Change in incomes in different sectors (or betwgifarent groups in society) creates
political incentives—both on the demand (farmergl aonsumers’) side and the supply
(politicians’) side—to exchange government trarsfer political support. When farm
incomes from agricultural markets decline relatv@roducers’ incomes in other sectors,
farmers will seek non-market sources of incomehsaggovernment support. They do so
either because the return to investment is gréaer lobbying activities than from market
activities, or because the willingness to votediod support politicians grows as the political
rents that are generated increase.

The nature of the mechanism through which thesegihg political incentives
operate has been modeled in various ways. For dea®winnen (1994) has used a
politician-voter interaction model, in which diffices in marginal utility determine political
support and induce politicians to implement pokdie counter market developmetfits.
Others focus on interest groups’ unequal abilitgppropriate the benefits of lobbying
(Baldwin and Robert-Nicoud 2007). In an expandimdpistry with low barriers to entry,
policy-created rents attract new entries that etbdse rents (Krueger 1974). In declining
industries, this is not the case. Since the susksaaf market entry create quasi-rents, profits
in declining industries can be raised without atirey entry as long as the level of quasi-rents
does not rise above a normal rate of return ostiné capital. The result is that losers invest
more resources in lobbying activities. Still otkepnomists, such as Freund and Ozden
(2008) and Tovar (2009), focus on the importancaveirsion to loss in determining political
reactions in order to explain why in some counfriEslining sectors such as agriculture
receive support and why governments alter thedletr@strictions in response to volatility in
international prices of food products. In theimfi@wvork, governments support groups or
industries that would face significasttort-termloss from a temporary move in prices away
from trend.

3.2.  Elimination of Disincentivesin Developing Countries

The second stylized fact is the evolution of adtigal versus non-agricultural governmental
assistance in developing countries. This trendfiscted in the observed correlation between
RRAs and economic development: in many countriesh@ economy has developed, the
RRA has risen over time. This correlation is paitticly strong for developing countries as a
group (and especially for Asia’s rapidly emergirmgiotries) as well as for Australia and New
Zealand. This relationship is sourced with the geadiecline in manufacturing protection
and the phasing out of developing countries’ mldtgxchange rates as well as the phasing
out of explicit taxation of agricultural exportssAve see from Figures 10(a) and 11, export
taxation (including the component contributed byitiple exchange rates) persisted for
decades, to the mid-1980s, and then almost diseggb@athin the next ten years. (Note also
that some countries later reversed this reductiatisincentives, most notably Argentina in
2002 with the re-introduction of export taxes oni@gtural products.) Overall, the observed
correlation between RRAs and economic developmambe explained largely by
fundamental economic forces, including growth, ctieal adjustments, information costs,
and changes in governance structures.

4 Swinnen's work builds on the earlier notions @fomservative social welfare function (Corden 198%76)
and of support to senescent industries (Hillmar2).98
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3.2.1. Economic Growth, Restructuring, and Politiceentives

Economic growth typically coincides with a riseurban-rural income disparities, as growth
in industry and services outpaces growth in thecaljural sector, whose specific assets
make it slow to adjust. This income gap createsritices for agricultural entities to
demand—and politicians to supply—policies thatsedtute income in order to reduce that
income gap. Moreover, the structural changes tt@irapany economic development alter
the costs and benefits of raising the RRA and thdgist the political-economic equilibrium.
Such shifts in the equilibrium can and have ledntoees to move gradually from taxing to
subsidizing agriculture relative to other tradaddetors.

Economic structural factors other than income itlistron affect political incentives
for setting agricultural policies. Several thearatistudies explain how differences (or
changes) in structural conditions coincide withremaic development, or are associated with
different commaodities for a given level of develagmh Market structures affect the rents
generated and the costs and benefits of policgrighs to various interest groups, and thus
the incentives for political activities to be unidden in order to influence governments
(Gardner 1983, 1987; K. Anderson 1995; Rausser,1B822; Swinnen 1994). These costs
and benefits, in turn, determine the governmentlgipal incentives. As a result, they help
explain why RRAs may be correlated with economigettgpment.

The real income—distributional effects of a polibgt alters the domestic price of
food products relative to non-food tradable produstvastly different in a poor agrarian
economy than in a rich industrial economy. In arpo@conomy, most workers are
agricultural, and laborers (especially nonfarm tebg) spend a large share of their income on
food. Accordingly, the benefit to industrialistsapborder tax—regardless of whether it
targets manufacturing imports or food exports—gpprtionately far greater than the loss it
imposes on farm income. By contrast, in an advaiméastrial economy, in which a lower
percentage of workers labor on farms and in whiohkers generally spend a smaller share
of their income on food, a rise in the relativecprof farm products benefits farm households
proportionately far more than it harms non-farmdeholds and industrialists (K. Anderson
1995). The per-unit political cost of increasingifiaincomes by raising the RRA thus
decreases as the economy becomes less agrar@helmwords, even though the share of
farmers in the voting population declines, lessagion to protecting farmers arises when
there are fewer of them. Studies by de Gorter, ddiel and Rausser (1992) and Swinnen
(1994) show that under plausible assumptions, dbersl of those two effects dominates.

Ample evidence supports these theoretical predistiMoreover, these empirical
findings are consistent across (a) empirical, igastbss-sectional, studies on agricultural
protection in the 1980s and 1990s that use redfaredeconometric models; (b) studies
using long-term time-series data and econometityaas; and (c) recent empirical studies
using new data sets.

!5 Type (b) studies include those of K. Anderson, &taiyand Monma (1986); de Gorter, Nielson, and Rauss
(1992); Rausser and de Gorter (1989); Gardner (198d Swinnen, Banerjee, and de Gorter (2001)eTgp
studies include those by by Gawande and Hoekmai6(ZD10); Lopez and Matschke (2006); Masters and
Garcia (2010); Olper and Raimondi (2010); and Qlpatkowski, and Swinnen (2011).
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3.2.2. Change in Political Institutions

Several developing countries have experienced dextipation over the past three decades.
Theoretical formulations have been advanced toagxpiow democratization will affect

public policiest® Models based on the median-voter theorem pretittdemocracies tend to
redistribute from the rich to the poor. This is egfed in democracies because the distribution
of political power (measured by votes) is typicatipre equal than the distribution of income
and wealth (Alesina and Rodrik 1994; McGuire andadl1996; Persson and Tabellini 1994).
Similarly, democratic regimes could lead to ecormpulicy reforms if these reforms created
more winners than losers (Giavazzi and Tabellii®)0

The implications for agricultural policies are mttaightforward. The very factors that
make it difficult for farmers to organize politibasuch as their large geographic dispersion)
render them potentially very powerful in electaattings (Bates and Block 2010; Varshney
1995). Since greater insulation of decision-makegsies that they can follow their personal
preferences to a greater extent in selecting @alj¢heir ideologies or other types of
preferences are a key variable. However, whilg ihiuitively obvious that when decision-
makers are more insulated from repercussions,daeyollow their preferences to a greater
extent, this likelihood, by itself, has little pietive power in the absence of specific
information about those preferences. Moreover,yapgla simple left-/right-wing model to
agricultural policy is not straightforward, sinciglmer food costs that result from agricultural
protection adversely impact both urban workerd-{dehg interests) and industrial capitalists
(right-wing interests). Hence, rulers who suppdhes labor or capital should oppose
agricultural protection—as they did historicallyBnirope (Kindleberger 1975; Schonhardt-
Bailey 1998; Findlay and O’Rourke 2007)One implication, however, is that if dictatorial
leaders are less constrained in setting policles|se constant, there should be more variation
in observed policy choices under dictatorial regirttean under democrady.

A newer class of theories incorporates more caglfital details, including the
comparison of electoral rules and of different nagbms for choosing and ousting the
executive and for designing and making legislatigeisions-® These theories predict that

16 Although the importance of governance structueefiblic policy has long been recognized (for eglamin
the seminal work by Buchanan and Tullock [1962)yrewing body of economics literature has emerged t
analyzes the role of political regimes in policyrimak The political regime determines to what extéet
government, once appointed, can rule with ex postrol, what type of majorities the government reeied
order to ensure its ability to pass legislatiord anether some groups have effective veto powerioua
mechanisms can translate the preferences of citiéo controls on the government or majority fotiwrs,
and, hence, on public policies.

" Dutt and Mitra (2005) empirically find a condit@impact of ideology on trade policy: a more leftig
government (i.e., one that assigns greater wedgtitet welfare of workers and labor) is more protetist in the
case of capital-abundant countries but less piiotgst in the case of capital-scarce countries.

18 Olper (2007) does find more variation in policyites under dictatorial regimes than under demgcrac
19 Electoral systems can be classified across sedm@nsions, such as the electoral formula (hovwesot
translate into seats) and the magnitude of theakadistrict (the number of legislators electecn average
district). Because these dimensions are closedyadlacross electoral systems, it is common taasint
majoritarian election (with plurality rule and siealdistricts) with proportional election (wherestheats are
attributed in proportion to votes in larger distsjc Regarding forms of government, the classicslnttion is
between presidential and parliamentary forms oegoment. In the former, citizens elect the chied@iive
directly. In the latter, the executive is appoiniedirectly, through a vote of confidence from dected
parliament.
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compared with majoritarian and presidential systgmsportional electoral systefisnd
parliamentary regimé5will be associated with broad forms of redistribnf such as welfare
programs, as well as with higher levels of govemnspending and redistributih.

What are the implications of political institutiofea the political economy of
agricultural distortions? If those distortions mgitake the form of local-public-goods or
redistributive policy instruments (for example, gj@ecial subsidies to agriculture), then we
should observe relatively more distortions in piestial systems than in parliamentary
systems for developed countries and vice versddweeloping countries, where rural areas
represent a larger proportion of the voting poporatThe theory also predicts that the
countrywide public-good component of support td@dture is likely to be stronger in
parliamentary systems (Rausser and Roland 201dgveloped countries, everything else
equal, one should observe relatively more distostionder majoritarian electoral rule than
under proportional electoral rule. This resultdals from the likelihood that agricultural
voters will be pivotal under majoritarian rule mat under the proportional system. (It is
much more likely that a farmer’s income would bediaa in a rural district than for the
entire country, and this reality has been pivatadame elections [Rausser and Roland
2010].) Moreover, in all countries, we expect te adarger number of parties, more coalition
governments, and higher government expendituresrymdportional electoral rule than
under majoritarian electoral rule (Persson, Roland, Tabellini 2007).

Early econometric studies find mixed and often ambak evidence of the effect of
democracy on agricultural protection (Lindert 19B&ghin and Kherallah 1994; Swinnen et
al. 2000; Olper 2001, 2007j.These studies predominantly rely on cross-sestiation in
the data and are subject to problems of reverssatigu(policies may also influence
governance structures) and omitted-variables Biaglies using long-run historical data
allow more careful measurement of the impact dtsfiiom one set of political institutions
to another. Swinnen, Banerjee, and de Gorter (260dy that changes in electoral rules that
have disproportionately benefitted agriculture (eegtending voting rights to small farmers
and tenants in the early twentieth century) hadei@ed an increase in protectionism. In
contrast, other electoral changes have not affeagjeidultural protection because they
increased the voting rights of both those in famodl those against protection.

Olper, Falkowski, and Swinnen (2011) employ boffedence-in-differences
regressions and semi-parametric matching methagiigng the time-series and cross-
sectional variation in the World Bank’s data shayihat democratization causes an increase
in RRAs (that is, democratization tends to redwgrécaltural taxation and/or increase

% persson and Tabellini 2000; Austen-Smith 2000;see and Soskice 2006; Lizzeri and Persico 200lgMi
Ferretti, Perotti, and Rostagno 2002; Persson,iRlpland Tabellini 2007; Ticchi and Vindigni 2010.

% persson, Roland, and Tabellini 1997; 2000; PerasdriTabellini 2000.

22 |n terms of trade policy, Roelfsema (2004) ideesifa positive effect of majoritarian electionstade
protection. Grossman and Helpman (2005) predidtteéfs will be higher under a majoritarian regm
because in a proportional system, all regionat@sis will receive equal support.

2 Empirical evidence on trade policy yields mixeduiés. Some studies suggest that democracy pdsgitive
affects economic (trade) liberalization (e.g., Biirmnd Ghanem 1997; Milner and Kubota 2005; Giavand
Tabellini 2005; Eichengreen and Leblang 2008; @i, Mishra, and Spilinbergo 2010). Other studigsia
that this effect depends on other factors. O’'Rouank@ Taylor (2007) find that although democratizati
generally reduces trade protection, it does so imnépuntries where workers stand to gain from frade.
Kono (2006) shows that democracy leads to libemtibn of trade in wealthier countries but to inceé
protection in poorer ones. Several scholars hatieized the methodologies of these studies, citata
problems, spurious correlation between democradyeapnomic reforms (Eichengreen and Leblang 2G08),
potential feedback effects (Giavazzi and Tabefid05; Milner and Mukherjee 2009).
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agricultural subsidization). However, they do rintdfany support for a reduction in positive
RRAs. In other words, a country’s transition to @enacy may change the distribution of
policy rents but need not lead to more-efficienitgdes. Moreover, the study also finds that
the reverse political transition (from democracytaocracy) does not affect agricultural
protection.

Some researchers have empirically assessed thetiwipalers’ preferences. It
appears that agricultural interests have been gieatanostly by right-wing governments.
Olper (2001) found that in OECD countries, on ageraight-wing governments are more
protectionist in the case of agriculture than afewing governments. This is consistent with
other empirical analyses, such as that of Bate83)1 9vho argues that socialist rulers in
Africa taxed farmers (by imposing low commoditygas). Similarly, Tracy (1989) finds that
right-wing governments in Europe (such as thoseidated by Catholic parties and
conservative parties, including the Nazi party er@any) tended to support farm interests
and protectionism. Although, on average, left-wgmyernments support agriculture less, they
tend to support farmers more in unequal socie@#segr 2007). For example, for more than a
century in France, large farms and landowners baes associated with right-wing political
parties and small farms with left-wing parties (8men 2010). This empirical result also holds
more generally: right-wing dictators are more inelil to support agriculture if the sector is
dominated by large-scale farms and estates, whaesers typically support right-wing rules.

As economies develop, so do rulers’ preferences.iflustration is the fact that as
their economies evolved, agricultural policieseadf-wing Communist autocracies shifted
from taxing to subsidizing agriculture (as was dtse in democracies). Communist dictators
of poor countries (such as Stalin in Russia, MaBGhima, and Hoxha in Albania) heavily
taxed agriculture. However, farmers were subsidadugher incomes in the Soviet Union
under Brezhnev and in most East European Commemusttries in the 1970s and 1980s
(Rozelle and Swinnen 2010).

Finally, rulers’ preferences are not restrictetefowing or right-wing ideologies; they
may also reflect regional interests. Bates andB{@010) show that the regional backgrounds
of leaders in Africa significantly affected theilizy preferences, given the autocratic
political systems’ influence on policies. Leadetsondrew their political support from cities
and semi-arid regions (as in Tanzania and Ghaiegda major portion of revenues
generated by the export of cash crops (coffee anda). In contrast, in countries where
leaders came from (and were supported by) regidresevcash crops were important sources
of income (such as in Kenya and Ivory Coast), leadeployed the power of the state to
defend the fortunes of their (wealthy) regions amposed little, if any, taxation on coffee and
cocoa exports.

3.2.3. Organization

Improvements in rural infrastructure have affeagdcultural interests’ ability to organize
for political action. Regardless of governancedtites, in order to influence political
choices effectively, interest-group members musiragnison. For their collective action to
yield meaningful results, organizational structuresst be established that can mobilize
resources and direct individual action. The gred@emumber in an organization of
politically active members whose interests arenady and the more resources at the
organization’s disposal, the greater its politjpaver base will be.
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However, as Olson (1965) and Harsanyi (1962, 18&v¢ emphasized, an individual
guided primarily by concern for her own personatemnal well-being will choose to join the
collective action only if the material benefits stexives from this decision exceed her cost of
membership or political effarSince no one can be excluded from the materialftisraé the
selected policy, individuals who are solely coneerwith their own personal costs and
benefits will often prefer to free-ride. As Olsargyaes, under such circumstances, collective
action by relatively large groups can come aboiy triree-riding is controlled by means of
“selective incentives.” That is, the group mustvide private goods desired by individual
members on favorable terms only to those who ddoigign the politically active
organization. Examples of the selective incentofésn presented by interest-group
organizations to their members include insuranckiaiormation important to the members.
In contrast, within relatively small groups, colige action may be induced by intragroup
direct interactions or by peer pressure, withoatrtbed for selective incentives.

Factors contributing to lower organizational setamg maintenance costs enhance the
group’s political power. Geographic concentratibigi@up members, a strong commitment
to a broadly shared ideology, and closely knitrimie@mber communication networks (which
often result from members’ organized activitieglsas trade and professional associations)
contribute to cohesiveness within the interest grand decrease the organizational set-up
and maintenance costs. Such forces strengtherrdhp’s political powef?”

This collective-action theory predicts that in peountries, food consumers (net
buyers of food) will wield more political power thdarmers (and even more than the subset
of net sellers of food). Consumers are often cotmagad in cities, where political action—
coordination and enforcement costs are more fal@tahn in the rural areas where farmers
reside. However, as the economy develops—and edlyeais the share of agriculture in
employment declines and rural infrastructure impsawthe cost gbolitical organization for
farmers decreases. This cost reduction is likeindcease the effectiveness of farmers’
representation of their interests and, as a coms®g, of their lobbying activities (Rausser,
Swinnen, and Zusman 2011, Chap. 8).

Researchers debate whether changes in relativectio#i-action costs can explain
major changes in agricultural policies. Althoughatunfrastructure and information have
improved significantly as countries have develoga@n in developed countries, there
remain a very large number of farmers (RaussefFaster 1990; de Gorter and Swinnen
2002). Thepersistence of such large numbers of farmers (wimbseests are not necessarily
aligned) implies that collective-action obstaclessist

The structure of the agri-food system also detegmithe effectiveness of collective
political action. It is generally expected thateater with mainly large-holding farmers can
more easily overcome collective-action problemsabise its members are typically fewer
and its collective-action costs lower relativete political rents they might capture
(Peltzman 1976). However La Ferrara (2002) arglhasihequality among farmers may
make it harder for collective action to succeedabse small and large farmers often have
conflicting incentives and because free-ridingksly to be more common in a

%4 personal material interest need not be the sote fmotivating potential participants to join thelifical
organization as active members. Nonmaterial matmatmay also play an important role, such as socia
pressures, loyalty and a belief in the common causléef in duty, common ideology, or enjoying peigating.
Sugden (1986) argues that an organized intereapdso in fact, a convention that has emergedeércturse of
an iterated prisoner’s dilemma game.
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heterogeneous group setting. Historical evidenma fEurope also supports this result
(Schonhardt-Bailey 2006). Significant inequalityarg farmers in England, Germany, and
France at the end of the nineteenth century weak#reepro-tariff demands of major grain
farmers because they were opposed by small farmmensy of whom were livestock
producers. In many countries, small and large fesraee organized in different collective-
action groups (Swinnen 2009).

Nonetheless, the growth and concentration of agni@sses and food-processing
companies, which are sometimes aligned with fater@sts in lobbying for agricultural
policies, serve to strengthen pro-farm interestsAlderson 1995; Rausser, Swinnen, and
Zusman 2011). Since farm lobbies and agribusingeseists can coalesce and are
increasingly well capitalized and concentratedy th@ve been an important force in
orchestrating public policies that benefit theterests. In Europe, the growth of agricultural
protection has been associated with the growtlooperative agribusiness and food-
processing (and even transport and storage) comegpani

Econometric studies by Gawande and Hoekman (20@6). épez (2008) show
empirically the influence of agribusiness and feodhpanies’ political contributions on US
policies. Similar arguments have been advanced#ydeis, Nelson, and Pelkmans-Balaoing
(2008), who explicitly integrate vertical relatidmgs in the agri-food system. By integrating
factor-market rivalry and input-output linkagesaitsrossman-Helpman model, Cadot, de
Melo, and Olarreaga (2004) show that protectiomlases with the degree of processing.
This finding helps explain why rich countries pidtagriculture more than they do
manufacturing, whereas poor countries do the revers

3.2.4. Information

Information plays a crucial role in political mat&eorganization, and policy design.
Downs’s (1957) “rationally ignorant voter” princeomeans that it is rational for voters to be
ignorant about certain policy issueshé costs of information are higher than the (piaén
benefit of being informed. This argument immedaaieiplies that policies will be

introduced that create concentrated benefits aspkdied costs, since the information costs
are relatively large for those who carry the burdéfinancing transfers and relatively small
for those who receive the benefits (Rausser 1992a result, forces that change information
costs may cause changes in public policies, inotydgricultural protection. One example is
enhanced rural communication infrastructure, whicburs either through public investments
(as in many high-income countries earlier in thertieth century) or through technological
innovations and commercial distributions (as inrdwent dramatic increase in mobile-phone
use in developing countries).

Another influencing factor is the spread of comr@nmass media (McCluskey and
Swinnen 20105 While television and radio were always commeritiadome rich countries
(such as the United States), that was not theindSeropean countries, where, until the
1980s, radio and television were mostly publiclyned (and many newspapers were linked
to political parties). Only in the past 20 years hapid growth of commercial mass media

% Mass media can also affect policymaking by cregditbias in the provision of information (Baron 800
Gentzkow and Shapiro 2006; Groseclose and Milycb28itter 2001). Media bias can take various foans,
there is no generally accepted definition. Medashdan result from preferences of owners, editors,
journalists. It can also result from falsehood$érom information hidden or distorted by sourcegonrnalists
eager for a scoop or under pressure to attracttitte or it can result from consumers’ preferences
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occurred in most countries. Access to mass medpoemrs people politically, and a more
informed and politically active electorate increati®e incentives for a government to be
responsive (Besley and Burgess 2001; Strémberged0This influence has been found for
various types of government programs, such as ulogmgent programs and disaster relief
(Eisensee and Stromberg 2007; Stromberg 2004bckeanMinten, and Swinnen 2012),
better governance and less corruption in publiclfovision (Besley and Burgess 2002),
and rural educational spending (Reinikka and S\an2605).

Mass media can also play an important role in agitical policy by altering the
landscape of political competition. As explainedwd the literature on the political
economy of agricultural policy suggests that greize (e.g., the number of farmers versus
the number of food consumers in the economy) hiddpasrmine lobbying effectiveness
(Rausser, Swinnen, and Zusman 2011). Mass mediatladtse political-economy
mechanisms between group size and political matibn by providing more information to
larger groups (Kuzyk and McCluskey 2006; Oberhoefzee and Waldfogel 2005).
Stromberg (2001; 2004a) refers to this outcomarass-media competition-induced
political bias.” He also shows that mass media thias information toward groups which
are rr21é)re attractive to advertisers. Typically, thies benefits urban interests over rural
ones.

Following Stromberg’s (2004a) theory, Olper and 18vein (2009) argue that mass
media will increasingly weaken the political poveérsmall groups (in rich countries,
farmers; in poor countries, consumers) and reiefohat of large groups and groups
attractive to advertisers (in rich countries, canets and urban interests; in poor countries,
farmers). Thus, a nonlinear effect of mass mediagyicultural policies favors rural interests
(and thus higher RRAS) in poor countries but urinéerests (and thus lower RRAS) in rich
countries. Using the World Bank data set, Olper @mhnen analyze empirically whether
there is evidence of such an effect of mass medglabal agricultural and food policies.
They find that mass media does indeed have a substampact on food policy.

3.2.5. Structural-Adjustment Programs and Policyn@itonality

Another key issue is the impact of internationaficial institutions (such as the World Bank
and the International Monetary Fund) and the patiegditions they impose on developing
countries as part of their lending. The struct@adjlastment programs in Africa and Latin
America in the 1980s and the programs in the ttimmscountries in Europe and Asia in the
1990s were very controversial. These programs oéignired the borrowing governments to
liberalize their policies and reduce distortiongghwhe justification that such changes would
enable them to repay the loans on schedule. Soliy peforms were reversed after the loans
were in place, but many appear to have stuck (Akgyat al. 2001; Kherallah et al. 2002).
Williamson and Haggard (1994) suggest that the msstul effect of these conditions came
not in the form of hard conditionality (“leveragddyt rather from shifting the domestic
intellectual climate and public discourse in thesentries towards favoring freer markets.

% Gabszewicz, Laussel, and Sonnac (2008) and P¢g20@8) have found that the media’s incentivespeal
to a larger audience and to attract advertisersinguce editors to moderate their political messagéased
information will affect agents’ behavior in econanaind political markets. These studies have beemdito be
material to agricultural and food policy (Marks, |KiZzandonakes, and Zakharova 2003; Swinnen antckea
2006).
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In the transition countries of Europe and CentrsibAthis shift has caused a
significant reduction of subsidies to agricultuke Anderson and Swinnen 2010). In Sub-
Saharan Africa, the structural-adjustment prograrespartially responsible for a significant
reduction of taxes on farmers (i.e., an increageR\s of approximately 20 percentage
points, on average) (Swinnen, Vandeplas, and Mage2611).

3.2.6. Summary

The reduction of anti-agricultural and food polgia developing countries during the past
decade has been caused by economic growth, byifthénghe political-economic equilibria
induced by such growth, and by changes in govemand media structures. Reduced
taxation of agriculture in many developing courdrikat experienced income growth during
recent decades is consistent with the identifiedef® sourced with the political-economic
lens. The average RRA for developing countriesrisan toward zero in the past decades, as
incomes in these countries have grown, and vanaitiw income growth explain many of the
differences within the developing-country grougcdme growth has been stronger in Asia
than in Latin America and even stronger in bottheke regions than in Africa. Similarly,
RRA growth has been strongest in Asia and weake&frica (Figure 3[a]).

In terms of interest-group organizations, as rinfahstructure improves and
communications costs fall, farmers become moreatigand politically more effective. This
development again contributes to a shift in the grobalance in favor of rural interests.
Moreover, as economies develop, the role of aginiess and food companies—often with
cooperative roots—expands. These more concentaatetter capitalized organizations
often form powerful lobby coalitions with farmeisterest groups.

Empirical analyses suggest that the reduction tfaagricultural and food policies
over the last two decades has been reinforced d&ryges in media structure and political
institutions. In many cases, income growth hasaded with political reforms
(democratization) and with the growth of commerangdia. Democratic reforms have, on
average, motivated increases in RRAs, althougloiabte cases there have been important
policy reforms without political liberalization (as China since the late 19703he impact of
the change in political institutions on agricultulétortions is complex, but at a minimum,
empirical evidence suggests that democratizatisrhiefped reduce taxation of farmers.The
growth of commercial media may have contributetbé$s distortion, including the reduction
of taxation of agriculture in developing countriés.

3.3.  Plateau and Subsequent Reduction of Assistance in High-Income Countries

Based on empirical evidence, one would expect éuriticreases in RRAs as countries’
incomes have grown. This was indeed the case fnemi®50s to the mid-1980s, but since
then, there has been a change in trend for sonheiti@me countries. The latter shift has
been particularly pronounced in the EU. Severabigcseem to have played a role in this
recent reversal of the positive relationship betwi@eome and RRAs for higher-income

27 Note, however, that in Asian countries, the evaintemoval of agricultural taxation did not endipygl
changes. Rather, less agricultural taxation wassgia continuum that subsequently involved rising
subsidization, reflecting a steadily changing pediteconomic equilibrium. This pattern raises t@stions:
whether these countries’ RRAs will continue to rised whether other lower-income countries willdal their
evolution of policy interventions. Indeed, some tZssian countries already have done so, and in &hoo,
signs of pressure to increase subsidies to agunieultave appeared.
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countries. In this subsection, we will discussithpact of the WTO, of information and mass
media, and of EU-specific effects.

The change in the relationship between income @&@$coincides with the
integration of agricultural policies in the GATT/MDTas part of the Uruguay Round
Agreement on Agriculture (URAA) in 1994. The retatship between the URAA and RRAs
in high-income countries is complex: many of thesantries were involved in the URAA
negotiations, and from a political-economy perspecit least before an agreement is forged
there is potential bicausality between countrieRARand the WTO negotiatiorf& However,
once an agreement is inked, any causal flow sHaugly go in one direction.

While several studies simulated the impact of tiA4 (and other scenarios) ex ante,
there is very limited ex post empirical evidencetlomimpact of the URAA. What evidence is
available suggests that (a) the impact differsngfiyobetween countries that participated in the
negotiations and those that joined later; andh&l the WTO/ URAA has done little directly
to reduce RRAs. For the countries that were cotitig@arties to the GATT during the trade
negotiations, the URAA may have constrained thevgraf agricultural protection afterwards
(Anania et al. 2004; Swinnen, Olper, and Vandeneb®r2012). However, Orden, Blandford,
and Josling (2010) argue that the WTQO'’s impactgnicaltural policy in the United States
over the past two decades has been very limitatitteat agricultural lobbies have been quite
successful in continuing to advance their domestearests.

As noted, the URAA's effects were different for oties that joined afterwards or
went through institutional changes that affectertd/ TO constraints. For example, among
the transition countries, the WTQO'’s impact on tlagjricultural policies differs considerably
depending on whether or not they were part of tAd Gbefore the end of 1994, the year in
which the URAA was completed (K. Anderson and Swim2010). Similarly, the WTO
conditions imposed on China and Russia during ¥hiO accession processes have been
much more stringent than was the case for somieeablder WTO members (Drabek and
Bacchetta 2004; Evenett and Primo Braga 2006). élehe impact of the WTO on
agricultural distortions depends on countries’itnibnal stage of entry.

A somewhat different effect occurred in the EurapBaion, where new countries’
accession to the Union has required reforms otitien’s agricultural policy in order to
avoid conflicts with WTO governance rules. Whil®lpably the most important aspect of the
reforms has been a shift to less-trade-distortistyiments, a substantial decline in the
Union’s RRASs has also occurred. Although the Unsogtonomy grew robustly (at least until
the global financial crisis that began in 2008)jagdtural protection has declined
considerably from the early 1990s (beginning wihth $o-called MacSharry reforms of 1992),
as depicted in Figure 3(b). For the EU-15 memhkbesRRA declined from around 70 percent
in the 1980s to less than 40 percent at the tutheo€entury, and for those 15 countries, the
RRA was just 11 percent in 2005-10 (Figure 7).

This overall decline in the European Union’'s RRA®dtable, given that the
expansion of the Union started with the integratbthe richest countries. Since the 1980s,

28 For example, during the Reagan administratioménUnited States, the executive branch recogntzadit
was only possible to reform domestic agriculturaligies by changing the international governancecstire.
This recognition helps explain why the United Stagapported including agriculture in the Uruguay b of
GATT negotiations in the fall of 1986 (Rausser 1998 addition, the inability of the EU’s tradinguiners to
constrain the EU’s subsidization of exports indudegbe countries to insist on including agriculturéhe
GATT (Sumner and Tangerman 2002).
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mostly poorer countries have joined (e.g., Spammfugal, and Greece in the 1980s and ten
East European countries in the 2000sJome of these poorer countries (such as Poland and
Romania) have brought millions of new and predomitygpoor farmers into the Uniofd.
However, this factor has reduced the pressurecte@se RRAs (following the logic presented
in subsection 3.2). In addition, several of thesergr countries were not part of the GATT,
and their integration in the European Union cauS&d T constraints for the Union as a

whole in the 2000s. These constraints not onlyéedua change in policy instruments (as
detailed in subsection 3.4) but also generatedspredo reduce total agricultural support. The
change in policy instruments from market intervensi (including border measures) to direct
payments shifted a significant share of the cokssipporting farmers from consumers to
taxpayers. It also increased the visibility of trensfers, as they occupied a large share of the
European Union’s budget. This increased transpgrehthe transfers may have been an
additional cause of gradual reductions in RBAs the Union: over the past two decades,
taxpayers have continuously pressured the Unie@ddrs to reduce agricultural subsidies.

In high-income countries generally, the growth afitnercial mass media may have
played a role in reducing RRAs. Whereas the efféatass media in developing countries is
to reduce agricultural taxation, in rich countriemss media typically helps reduce
agricultural support. Olper’'s and Swinnen'’s (2008)lings imply that by increasing
government accountability, competition in the mamdia market often reduces distortions to
agricultural and food prices.

3.4. Relnstrumentation of Assistancein High-Income Countries

As revealed by the stylized facts described inige@, material re-instrumentation of
assistance has occurred in some but not otherih@gime countries. This re-instrumentation
has involved a movement away from market-price stnd toward domestic decoupled
measures (Figure 12).

The public sector’s selection of policy instrumeistsfluenced by several factors.
First, different instruments imply different deadglg costs in redistribution. All else equal,
this implies that competition in the political matglace (e.g., among interest groups or
political parties) induces governments to choodeymstruments that minimize market
distortions (Becker 1983; Gardner 1983; Wittman ¥ausser and Foster 1990; Besley,
Persson, and Sturm 2010). Based on this argumeimn&n, Olper, and Vandemoortele
(2012) hypothesize that the share of market-distpihstruments in total transfers is
negatively related to export share. When expoddage, countries are more likely to use
non- or less-distortionary instruments than bordeasures.

Second, policy instruments typically differ not pim deadweight costs but also in
implementation costs. The most obvious explandtiothe broad use of trade taxes (either

2 Three richer but small countries joined in 199&iskia, Sweden, and Finland.

% Ten Eastern European countries moved from beigifiegrated in the Soviet Union up to the 1980kere
economic policy was set by Communist rule in Mosctmwbeing completely independent from the earl9Qk9
Ten years after this transition began, many ofeéhtesnyly independent states decided to shift mucksida-
making power to international governance structbseacceding to the WTO and the European Unions&he
international governance changes induced reforom & highly distortive price and trading regimetia 1980s
to a much more liberal system in the 1990s, and tbhe renewed use of subsidies, albeit in a vifgrdnt
form, in the 2000s.

31 A similar shift in the burden of financing agritudal subsidization with increased transparencyioed in
the United States (Rausser and Irwin 1989).
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import tariffs or export taxes) is that they arsiest and least costly to implement (Dixit
1996; Rodrik 1995). In many developing countriés, $ystem for administering and
enforcing income taxes and/or subsidies may simptyexist (or be too costly to implement).
Nevertheless, the existence of transaction costbdan used to both defend and to criticize
the use of particular policies. Coase (1989) cateduthat by ignoring transaction costs, most
studies underestimate the total costs of governpeidy, so that existing policies are even
more inefficient than is typically recognized. lontrast, Munk (1989; 1994) argues that
including transaction costs in the analysis impliest existing agricultural policies are more
efficient than is often claimed. Similarly, VatnO@) concludes that the profession’s
preference, based on deadweight cost argumentdefmupled and better-targeted policies
over price-support policies is unjustified whemgaction costs are taken into account. But
Corden (1997, pp. 74—76) cogently argues that &t costs rarely suffice to make trade-
distorting policies the most efficient instrumefas achieving domestic social and
environmental objectives. Generally, it is expedtet governments will chose trade (and
market) interventions less often as their admiaiste capacity to tax and subsidize incomes
improves, along with their ability to provide pubtjoods (especially agricultural research)
and to address efficiently any externalities thayrarise.

Third, instruments also differ in their “transpacgyi the information available
concerning policies and their incidence. TullocR&2) and Olson (1982) argue that
politicians have an incentive to select less-effitipolicy instruments if the costs of more-
efficient ones are more transparent (Tullock 1988pn 1982). Thus, governments use
policies that mask the costs of the policies orpaligies that obfuscate the transfer itS2lf.
This obfuscation perspective helps explain theigknsce of agricultural price supports and
tariffs in OECD countries and why non-budget methofiredistribution, such as tariffs, are
politically preferable to production subsidies aect-income payments.

Fourth, the mix of policy instruments can involwicp-distorting compensation for
other policy instruments that adversely impact pduénterest groups® Foster and Rausser
(1993) show that governments may prefer price suppwer lump-sum transfers because the
more-distorting instruments allow discrimination@mgy heterogeneous producers. As a
consequence, the total transfers—even in the fadearlweight costs—may be lower than
would be the case with lump-sum transfers. Thisaue is sourced with the compensation
of more-efficient producers in order to deter acklog coalition from vetoing efficiency-
enhancing or public-good government policies. Higument is related to more-recent
theories of inefficient redistribution based on taatual problems, such as those proposed
by Acemoglu and Robinson (2001) and Acemoglu (20BB3bhese analyses, “inefficient”
policies are chosen because they serve the irgeskpbliticians or interest groups that hold
political power and are reluctant to make committadhat bind their future actions. Mitchell
and Moro (2006) advance a related argument: thegtaia that compensation through

32 For examples, see, e.g., Rausser 1982, 1992; @odt®orris 1995; Magee, Brock, and Young 1989;
Hillman and Ursprung 1988; Ray 1981; Trebilcock,&fanan, and Prichard 1982.

33 |n the context of compensation, redistributiveigies may be integrated and/or complementary wibiip-
good policies. Compensation through redistribugigéicies may be required in order to reduce oppwsirom
those harmed by policy reforms that increase aggeagelfare but embed unfavourable distributional
consequences for powerful interest groups. In “pgek of policies,” policy analysis of public-goattia
redistributive policies is determined in politicmtonomic equilibria (Rausser 1982; Rausser andalteG
1989; Rausser, Swinnen, and Zusman 2011). Notateatlpackage of policies” may also imply that food
policies are reformed as part of a broader econoei@m strategy, as, for example, in Eastern Eeioghe
1990s (Rozelle and Swinnen 2010).
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distortive policies, such as tariffs, may be mdteaative if the amount of transfer needed is
unknown ex ante, resulting in inefficient targeting

Accessions to the GATT and WTO may have influencéa-ebvious reasons—the
natureof the policy-instrument interventions more thhe totallevelof policy transfers.
Since a key purpose of the WTO is to reduce trastertions, accession to the WTO should
cause a shift toward less trade-distorting policies

Given that that the decline in the EU’'s RRAs plagsmportant role in the overall
RRA decline of high-income countries (see Figurdtd}¥ interesting to observe that the
URAA (and later WTO Doha Round) negotiations haiggered an important change in
agricultural policy—instrument choice in the EU ptlee past decades: the shift in the 1990s
from price support to direct payments (Moehler 200&ter, the interaction between the
WTO constraints and EU enlargement triggered furdggicultural policy—instrument
changes at the end of the 1990s (under the Ageb@iar2forms). In addition, the 2003
Reform of the Common Agricultural Policy (CAP) wiafluenced by the ongoing WTO
discussions. In particular, anticipation arose #mgeement to cut agricultural assistance
further could develop once the Doha Round conclBgasio-Biroli 2008). These consecutive
reforms not only helped reduce total agricultutgdmort in the EU but also strongly reduced
the extent of trade distortion by encouraging & sdimore-decoupled policy instruments.

As noted earlier, the URAA has had less impact 8adricultural policies.
Nonetheless, it appears that the US administréiasnattempted to introduce policy reforms
with an eye toward insuring that many US agricaltsubsidies are classified as “green box”
(i.e. non—trade distorting) under the WTO agreen@ntlen, Blandford, and Josling 2010). In
this sense, the motivation for its policy refornppears to be similar to the EU’s. These
common outcomes for both the EU and the US sudggastWWTO constraints could play an
increasingly important role in reducing distortioha substantive agreement could be reached
in the current Doha Round. Such WTO constraintdccimagluce emerging countries (such as
China) to choose non-distorting (or less-distoitipglicy instruments as they attempt to
support the incomes of agricultural households.

3.5. Anti-Trade Bias and the Persistence of I ntrasectoral Dispersion of Assistance

Other stylized facts relate to the intrasectorgpdision of NRAs. Why is it so large in so
many countries? Why has this dispersion not dirhetisas countries have reduced their
overall sectoral level of distortion (Table 3)? Wdrg some commodities (rice, dairy, sugar)
assisted in virtually all countries (Figure 9)?

There are several reasons to expect differencd&® s not only among countries but
also among specific agricultural commodities witainountry. One explanation relates to the
stylized fact that a strong anti-trade bias pessistspite liberalizations over the past decades:
export industries, as a group, are assisted lgsg/taore than import-competing agricultural
industries (Figure 10). For reasons similar to ¢hibst underlie countercyclical support,
theory predicts that governments are more likelsupport (sub-) sectors with a comparative
disadvantage (imports) than (sub-) sectors withrapgarative advantage (exports). Since
benefits from market returns are lower in sectdth & comparative disadvantage, those
sectors’ incentives to seek income from governrsapport are also relatively higher. In
these (sub-) sectors, returns to investment inylimgpactivities dominate returns from market
activities and so indirectly support an anti-trées.
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Differential effects on government revenues aldp ke&plain why protection of
sectors decreases as their trade surplus incrandesghy taxation is higher for industries that
are net exporters. Obviously, tariff revenues afubd taxes increase government revenues,
while export and import subsidies require outldys always less contentious for
governments to tax than to subsidize trade: taraiges government revenue and, in the case
of larger economies, improves their terms of tradeereas trade subsidies do the opposite.

Moreover, in poor countries in which tax-collectimstitutions are weakly developed,
trade taxes (either import tariffs or export taxa®) often an important—or the only
substantive—source of tax revenue (Rodrik 1995)s Tévenue motive for governments will
affect not only total RRAs but also, as noted eartihe choice of policy instruments. If the
tax infrastructure is less developed, governmeat® lyreater incentives to use tariffs instead
of direct income support to assist farmers. Howgthes argument has weakened as
developing countries have learned to introduceappmly value-added taxes more efficiently
(Tanzi and Zee 2000) and as new information teauies have greatly lowered the cost of
providing conditional cash transfers to targetemligs (Alatas et al. 2012).

It should be no surprise that demand and supplsackeristics matter as well. Raising
tariffs on commodities which are more importantdonsumers, such as staple foods, will be
opposed more often than will raising tariffs on eoatlities which are less important as a
consumption item, and vice versa for producersAiderson 1995; Swinnen 1994). Demand
and supply elasticities also affect the distortiand costs of policies (Gardner 1983, 1987;
Rausser and de Gorter 1989; de Gorter, NielsonRaugser 1992). The distortions
(deadweight costs) and budgetary costs of politgrvention typically increase with higher
supply elasticities and with the commodity’s trddéance (that is, when its net exports
increase). Because of the inherent changes iniskvébdtion of costs and benefits of policies
and the associated political incentives, politieabnomy theories predict that exports (and
sectors with higher supply elasticities in general) be subsidized less often (or taxed more
often) and that commodity support is negativelpted to supply elasticities. Again, these
factors are likely to affect also the choice ofippinstruments, as, for example, when
governments restrain supply responses throughatitional regulations as marketing
guotas and/or land controls (Rausser 1992; Raugdieerman, and Just 1984).

Another explanation for intrasectoral NRA dispensi@s already been identified as a
cause of high-income countries’ policy shifts (sadigon 3.4): the costs of implementing
various policies. When implemented, policies thHenge incentives to producers and
consumers also provide incentives for avoidingiticedence of such policies. The costs of
implementing (and enforcing) certain policies camgite substantial. Since large differences
exist in the way commodities are marketed, theBerdnces affect the costs of intervening in
the market. For example, commodities which arespable and require processing (with scale
economies), such as sugar and dairy productsypieatly marketed through processing
companies—a point at which governments can intenagmelatively low cost. In contrast, it
can be more costly to intervene in the case ofymtsdthat are easily storable and/or which
farmers can market directly to consumers (or teotarmers)*

34 Supply and demand elasticities and the natureeofitarketing chain may also work together. For gtanin
many rich countries, high price supports for cartaammodities are associated with supply-contrétes,
which are implemented in order to limit the disitmms caused by these policies (and to avoid spngétieir
benefits to new entrants). However, such supplyrobis easier to implement for some commoditiegy(e
those with concentrated processing or marketingmoéla) than for others.
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Finally, McMillan (2001) argues that in developioguntries, governments have
treated perennial crops differently than annuapsrdue to farmers’ flexibility and the role of
sunk costs. Once farmers have incurred the cosstablishing a perennial plantation, they
will continue to produce the exportable as longhasprice they receive covers incremental
or harvesting costs. Other things equal, natioredfase cost is lower (at least in the short
term) from taxing perennial than annual crops. Galeeand Hoekman (2010) find empirical
support for this hypothesis. Moreover, Masters @adcia (2010) find that governments with
a lower political discount rate (i.e., those that kess likely to lose power in the future, which
presumably includes more autocratic regimes) aneikely to tax perennials than annual
crops.

Ample empirical evidence shows that governmentppett to specific agricultural
commodities is negatively related with structueadtbrs. The latter factors include not only
the share of food in consumers’ expenditures aadtiare of agricultural employment in the
economy but also trade balances, supply elastciied indicators of comparative advantage
and deadweight cost8However, evidence for the government-revenue radsvmixed.

Dutt and Mitra (2010) find some support for it, IMiasters and Garcia (2010) and Bates and
Block (2010, for Africa in particular) find eithemixed or conflicting evidence.

4. Implications for Further Research and the Potential for Policy Reforms

From our assessment, it is clear that much prodr@s®ccurred in the past decade or so in
improving our understanding of why governmentsattshcentives facing agriculture.
Certainly, more empirical testing of hypothesesgastied by theorists could be done, but
considerable light has already been shed on mdkedtylized facts raised by the World
Bank’s new documentation of the evolution of glopate distortions since the 1950s.
However, several unresolved questions, or puzeesain. In this final section, we focus on
several of these remaining questions and assepsdbpects for further reforms.

4.1. Unresolved Questions and Potential Future Research

The first remaining unresolved question is why gaguita income and comparative advantage
contribute so unevenly to explaining differenceoagiRRAs within each of the three

regions of developing countries (Table 1). The fhat faster economic growth and a decline
in agricultural comparative advantage have occumneisia versus Africa helps to explain

the inter-regional difference in the rate of risehie RRA. But changes in the inter-country
differences within Africa require additional expédion. Several hypotheses suggested by our
assessment in Section 3 could be tested (and sentbeimg tested, for example, by Bates and
Block [2010]), but considerable scope remains foraresearch in explaining this puzzle.

Another question that remains relates to the vanaicross countries in the extent
and speed with which they have shifted from haviagative to having positive RRAs.
Figure 8 reveals substantial differences in the odtransformation within the Asian region,
but it also hides differences within the Associatad Southeast Asian Nations (ASEAN)
country group. Meanwhile, some high-income, agtural-exporting countries also have
removed their negative RRAs. For example, AustaRRA averaged -22 percent during
1946-54 and -10 percent in 1955-69, but sincedhg #990s, it has been virtually zero (K.
Anderson, Lloyd, and MacLaren 2007). In contrastjsia, the RRA has “overshot”; that is,

% See de Gorter and Swinnen (2002) for a list oémsive empirical evidence on this relationship.
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it has moved from negative to positive. Differeaters of decline in agricultural comparative
advantage and associated concerns with food separitially explain these variations.

A third puzzle concerns why a few developing caest{notably India and
Indonesia), but not many, have provided large fempait subsidies even in periods when
their overall RRA is negative. This phenomenomnasic for at least three reasons. One
reason is that evidence suggests that subsidipedsitave been used excessively (even to
the point of lowering yields, in the case of fezgk in Indonesia [Osorio et al. 2011]).
Another reason is that such subsidies are couniguptive because negative environmental
externalities often result from their use. To beesgovernments could redirect their scarce
resources and achieve a much higher social paglaftive to any returns generated from
input subsidies. Most notably, expanded investmienagricultural R&D might be much
more productive. Yet policy makers tend to shumtlfedépez and Galinato 2007). The
visibility and immediacy of subsidies to agriculturersus long-term public-good
investments likely play a role in this strange ai@r. This outcome may also be partially
explained by input-supplying agribusinesses’ irgerén supporting subsidies, particularly in
the case of such inputs as fertilizer.

A fourth puzzle is why RRA variations are due tatsa wide range of changes in
policies affecting non-agricultural goods. From data analysis (see Figure 2[a]), it is clear
that in the case of developing countries, theinseverage RRA is due as much to a decline
in assistance to non-agricultural sectors (esggaats to manufacturing protection and the
phasing out of developing countries’ multiple exofpa rates) as to declines in agricultural
disincentives (especially cuts to export taxes).

This fourth puzzle is related to a broader reseagenda aimed at providing a better
understanding of the interactions between diffetgmes of policies. It is important to bear in
mind that agricultural-policy changes may be congmis of broader reform packages. This
occurred, for example, when macro-economic refqierg, in India and Africa) or even
broad liberalizations (e.g., in Eastern Europe Sheiet Union, and China) integrated changes
to distortions in agricultural markets. Alternatiyeagricultural-policy changes can
incorporate compensation as an integral elemergfofm adjustments. For example,
agricultural-protection adjustments may be pas tdocial contract” to cushion the blow for
the least mobile factors (Just and Rausser 1992)tdd empirical evidence suggests that
such “cushioning” has taken place (Swinnen et@002. Unfortunately, quasi-natural
experiments that could make it possible to idergifgh causal relationships are currently not
available.

Much also remains to be learned about how chamgesarnational governance
structures affect agricultural-policy distortionsdgpolicy reforms in particular countries.
While this subject has received considerable atterdver the past decade (examples include
structural-adjustment programs, the establishmititesoURAA/WTO and NAFTA, and EU
enlargementj® most of this research has focused on ex anteestulelatively little
econometric work has quantified the effects of ¢hiestitutional changes. In particular, there
is little evidence regarding the effect of the stunal-adjustment programs that were required

3¢ In a different context, Mayer and Mourmouras, seaes of insightful theoretical papers (2005;2®@D09;
2010), have investigated the effects on counteeshomic policies of conditionality imposed by tMF and
other international financial institutions (IFIg)hey focus on foreign-investment flows. Their vaso
theoretical frameworks explain, from a politicalbeomic perspective, why only limited success hanbe
achieved in sustaining policy reform when the bise@f the bargain include the loans and aid fromIFls.
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in order for developing nations to secure loanmfioternational agencies. This lack of
attention is surprising, given that such prograagehbeen hotly debated in recent decades.
Nor has strong evidence emerged regarding the ingbdlse WTO on agricultural policies.
An exception is the recent analysis of Grant angsB@012), which finds the GATT/WTO
has delivered significant positive benefits to mensbagricultural tradé’

4.2.  Prospectsfor Further Policy Reform

The RRAs presented in Section 2 reveal the stylizetithat although significant changes to
agricultural policies have occurred, many counthiage nonetheless maintained consistent
policies over time. More specifically, the empitidata show that although minor
adjustments occur frequently, major reforms arkadift to achieve—not unlike the status-
guo bias that is well known to exist in trade ppl{Eernandez and Rodrik 1991). Major
obstacles to substantial reform are sourced wdtitirtional factors and political power.
Institutions induce interest groups, including laweracies, to organize themselves in
fashions that enhance their political power. Thizcpss leads to “political-economic
equilibria” that reflect relative political poweRéusser, Swinnen, and Zusman 2011). In such
equilibria, policy inertia is often the consequenéa stationary equilibrium. Clearly, large
external changes (“crises”) are often needed ieraim overcome the status quo that
characterizes such equilibria.

The role of crises in stimulating reform has lorgb recognized (see, e.qg.,
Williamson and Haggard 1994), but insights coneegrihat role have not yet been integrated
into econometric studies. In order to incorporaeedrisis factor, such studies would have to
address several challenges. One is that crisettefare rarely linear. In order to trigger
policy change, changes in external and/or influegeiariables may need to overcome certain
threshold levels that depend on the decision-maikites. In this context, a major empirical
challenge relates to data problems. What “crisi&f which “external changes” the analyst
chooses to include as explanatory variables areraely important. While those undertaking
single-country or regional econometric analysis meypgnize key external factors that need
to be incorporated, it is far more difficult to sef such variables for studies using a global
data set. Reform packages such as those trigggrgidtmal financial, institutional, and
political crises are well-known. But what aboutslegell-known cases, which are evident and
have been evaluated in many single-country stydigs, by K. Anderson 2009; 2010; Bates
1989; Moyer and Josling 2002; Orden, Paarlberg,Rowl 1999; Swinnen 2008)?

Significant policy changes are not possible untdsmges, whether external or
internal, are sufficiently large. Moreover, thelugce of the bureaucracy crucially depends
upon voting rules. Pokrivcak, Crombez, and Swin(2296) present one of the few
theoretical analyses of how political instituticaféect agricultural policy reforms in their
study of the impact of decision-making rules fori@agitural policy in the European Union.
They show that agricultural-policy reforms are deti@ed by a complex interaction of voting
rules, changes in the external environment, angiékerences of member states and of the
European Commission (the agenda-setting bureauard@yussels). When external changes
are sufficiently large and the voting rules requaipproval by a simple majority rather than
unanimity, the preferences of the agenda-settimgducracy can determine a pro-reform or
anti-reform outcome.

3" There has, however, been a recent surge of ecdriomerk on the impact of WTO membership on oveeral
trade flows. See, for example, Chang and Lee (2011)
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The major reform of the European Union’s agricwdtyolicy in the 2000s, which
contributed to significant reductions in RRAs andrade distortions, is consistent with these
patterns. The critical forces included increasaddrtensions due to subsidized food exports,
the constraints imposed by the integration of adfice into the GATT, the pressure from the
Union’s nonfarm sectors to reduce farm trade distos and budgetary outlays, the accession
of new member states with more liberal policy prefees (such as Sweden) and lower-
income countries (such as Poland and Romania) gelsan decision-making procedures
(doing away with effective veto power of membetesahrough the unanimity rule), and
changes in the EU Commission’s agenda-setting proes. In combination, these forces led
to a series of reforms that induced a dramatid & a highly distortionary system to one
that, while still involving large subsidies, resuih considerably fewer trade distortiofis.

What does our assessment suggest about the po$pefttture agricultural-policy
reform? Our overall message is one of cautiousrgtn. Evidently, some countries have not
even paused at zero in their march from negatiymsgitive RRAs. However, others (e.g.,
Australia and New Zealand) do appear to have cgedeat zero, and still others (the EU
members) have been lowering their RRAs non-triyialhce the late 1980s. Institutions
appear to have played an important role in continiguto those reforms. Of particular
importance to the decline in the RRA for the Euanp&nion has been the institution of the
GATT (and now WTO). But the WTO could do much mtweeduce both the mean and
variance of agricultural NRAs and their dispersammoss commodities, if a cooperative
solution could be found in the Doha Round. Morecdpmlly, a lowering of bound tariffs
and the binding of export taxes could reduce thrdmution of individual countries’ policies
to the instability of international food prices @ficois and Martin 2004; K. Anderson and
Nelgen 2012a).

The prospects for policy reform will also be infhwed by the changing landscape of
organized economic interests, particularly the faion of coalitions among agricultural
interests and food-policy groups. Interactions leetwthe interests of farmers and those of
landowners, agribusiness, food and retail compaaigs other groups have always been
complex® Clearly, in all countries, these interests infleemgricultural-policy negotiations
and debates. Moreover, their positions often @hifelation to each other. Agribusiness and
food companies differ from farmers in their capitdor ratios, their mobility, the votes they
can muster, and their ability to organize. Theyase typically more capital-intensive than
farms, so that as the economy develops, their sifa&®P declines much more slowly than

3 Evidence from other regions confirms that dramettianges in agricultural-policy distortions haveenfbeen
triggered by significant external changes, paréidylcrises. For example, major budgetary problptaged an
important role in stimulating agricultural-policipéralization in Sweden and New Zealand in the $980
Anderson 2009). Policy reforms were also triggdredjlobal financial (institutional/political) criseincluding
the financial crises in Latin America in the 19801l in Asia in the late 1990s; the liberalizatieforms after
the political changes in the Soviet Union in th®Q$ and the structural-adjustment programs incafim the
1980s and 1990s (Bates 1989; Moyer and Josling;20fien, Paarlberg, and Roe 1999). In Africa, ingoatr
changes in agricultural policies in the 1980s a®@0% followed a combination of fiscal crises and
democratization (Bates and Block 2010). SimilaiyChina in the mid-1970s, the combination of wiglead
hunger in the countryside and leadership change tii¢ death of Mao allowed major reforms to o¢®ozelle
and Swinnen 2010).

% The relationship between farmers, agribusinessed, processors, and supermarkets is sometimesanedt
but seldom tested in studies. Exceptions are stuglieh as that of Lopez (2008), who focuses exiglich the
US food industry.
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does primary agriculture’s share. Neverthelessyéngcal relationships between farmers and
agribusinesses are often critiéal.

Similarly, while the interests of farmers’ groupsvk often conflicted with those of
environmental groups or food consumers, the natiiteese conflicts has evolved as
increasing opportunities to cooperate have arisehigh-income countries, farm
organizations have often formed coalitions withiesnmental groups and energy interests
(in particular biofuels)—and even with food consusseas a way to sustain continuing farm
subsidies. Since the 1990s, for example, some kgestitave increasingly insisted that
agriculture deserves support because its outpatsraultifunctional.” In fact, some countries
have increasingly offered to pay farmers for enuinental services or to support
agriculture’s role as a provider of local publicogs. Such measures often receive political
support from environmental groups (Baylis et aD00ECD 2008). Furthermore, concerns
regarding plant, animal, and human health ofted teamport bans rather than less
draconian ways of reducing the risk of importingedise (James and Anderson 1998).

Similarly, faced with dramatic food-safety criseglanimal-welfare problems, farm
organizations have sought to obtain political supfrom food consumers in order to receive
subsidies to “compensate” them for the regulatamglen of tightened food-safety and
animal-welfare standards (Josling, Roberts, aned@&004; Swinnen and Vandemoortele
2011). For example, in the case of genetically firediifood, the farm lobby in Europe has
joined forces with several constituencies in otdeorevent domestic production and
importation of products that may contain geneticaibdified organisms (Graff, Hochman,
and Zilberman 2009; Evenson and Raney 2007). Téms&tituencies include
environmentalists concerned with the impact orldlal environment of growing genetically
modified crops, consumers worried about the sajefgod containing genetically modified
organisms, and life-science companies with patinesatened by the emergence of genetic
crop-protection products.

Another issue related to potential policy reforratthas received little attention is the
role of bureaucratic organizations and politicatepreneurs (Rausser 1990, 1992; Rausser
and Johnson 1993; Prendergast 2007). While tiratitee in economics and econometrics on
the role of entrepreneurship has grown, the sametigrue in formal political-economic
studies. Political scientists may emphasize the obindividuals in narrative analyses of
policy reform, but more quantitative approacheslyado so. Nonetheless, political
entrepreneurs may play a role in organizing integesups and making their own preferences
more influential.

Still another challenge is the need to distingliistween short- and long-term effects of
external crises. From a dynamic perspective, auratjapproach is to analyze the pre- and
post-crisis periods. During the pre-crisis peripaoljcy adjustments may “undershoot”, since
institutions constrain policy adjustments in resgmto pressures for change. Conversely,
during the post-crisis period, policy adjustments/rfovershoot.” The latter phenomenon
seems to have occurred, for example, in the tianstountries of Eastern Europe, where
extreme liberalization of trade policies in thelgd990s—in the wake of the dramatic
changes in institutions and politics—largely eliatid agricultural market and trade
distortions. As the future unfolded, however, ia thid-1990s, protection in this region
gradually increased toward moderate levels (K. Asoie and Swinnen 2010).

“0 The importance of vertical linkages and differatitin is emphasized, for example, by Cadot, de Maid
Olarreaga (2004).



31

Recent analysis from the World Bank data set on BIR& well as the OECD
reporting of PSEs, has revealed declining trendkifgh-income countries. These recent
trends for this group of countries do not neceblseaflect actual changes in their distorting
policy instruments. Instead, higher world food psdargely explain these outcomes. This
result is entirely consistent with the “counterayal bias” that we have assessed in subsection
3.1. Regardless, the more recent biofuel and arsprance policies in the United States and
other high-income countries have reversed the fgsticcoupled-subsidy agricultural policies
and their ultimate world price—depressing effe@igefs and Anderson 1992; Rausser and de
Gorter 20121

The recent shift in agricultural policies focusimg renewable energy has major
implications for world food prices and security.eTtnade-offs between food and fuel continue
to be examined (e.g., Rajagopal et al. 2009; Chakig Hubert, and Ngstbakken 2009).
These policy shifts also have implications for shisidies that result from current farm-
insurance progranté.However, unraveling these recent trends and tieehiworld food
prices also establishes a causal connection wémtdocus on biofuel and corn-ethanol
energy production (Rausser and de Gorter 2012hdrtase of at least the world corn
commodity market, the small-country assumption k&awin the calculation of NRAs in the
United States could well have been violated. Heliega research opportunity: to develop
counterfactual world prices that net out the cloutyasurement effects that result from active
biofuel policies in high-income countries. The gohthis research would be to make as
transparent as possible the continued pursuitaieptionist policies by various countries.

Along with these recent changes in high-income tees) agricultural-protection and
market-distortion growth has recently emerged ia oithe most important developing
countries, China and India. In China’s case, thitggztion has mainly taken the form of
market-price support for outputs; in India, ther@ase is largely due to input subsidies. While
both of these countries’ reported NRAs actuallydering 2007—09 due to world price spikes,
they may well rise again once international priegarn to trend.

In conclusion, we find that our profession has maa¢erial progress in the political-
economic analysis of agricultural and food-poligstartions across the globe. Some have
suggested that the lens of political economy igelegng because it leaves little room for
economists to offer policy advice. But our analysads to a more optimistic perspective. In
particular, based on enlightened political-econoamalysis, sustainable policy reform can be
implemented, inter alia, by sound advice in thefatcrises, by changes in governance
structures, by political entrepreneurship, by psmn of information and mass media, by
effective compensation to counter recalcitrantregegroups, and by breaking up powerful
coalitions that detract from the public interesbrigbver, understanding the forces that drive
agricultural-policy choices can ultimately contribdo designing policy options to address a
number of current global concerns, such as foodrdggcenergy security, and climate
change.

“1 One of the major economic motivations for the vealgle-energy legislation (and the US biofuel peticthat
resulted) was the political desire to reduce pnogcammodity subsidies (deficiency payments) dunéir
favorable impact on the prices of corn, oilseeds, wheat. This legislation and policies led to @ased
demand for corn, oilseeds, and wheat as feed-sfocksofuel production. Between 2003 and 2012,dd8-
based ethanol production increased sevenfold, EBdeail-based biodiesel production increased sewkrdod
Brazilian sugar-based ethanol production incredsestfold.

“2 As the prices of the basic commodities increasenagnitude of such subsidies also expands (Raaisde
de Gorter 2012).
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Table 1. Regression results by region to accountddations in national RRAs, 1955-2007

Asia Africa Latin High- All focus
America income countries
countries
Log (real GDP per capita) -1.85***  -0.48*** -1.63*** -1.87* -0.713***
(0.16) (0.19) (0.37) (2.10) (0.07)

Log (real GDP/cap)squarer 0.16%%*  0.045%*  0.112%*  0.122* 0.063%**
(0.011) (0.014)  (0.024) (0.058) (0.004)

Log (arable land per capita) -0,10*** -0.017  -0.22%*%  -0.31%*  -0.23%*
(0.024) (0.017)  (0.018) (0.018) (0.009)

Constant 4.89%*  0.948 5.46% 6.90 1.38%%*

(0.558) (0.597)  (1.407) (5.245) (0.250)

Number of observations 405 619 295 872 2336

Adjusted R-squared 0.72 0.07 0.33 0.42 0.59
Source: Anderson, Cockburn, and Martin 2010, Tadl&, based on data in Anderson and
Valenzuela 2008.

Note: Results are calculated using ordinary legisages. Numbers in parentheses are the
standard errors; *** p<0.01, ** p<0.05, * p<0.10.
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Table 2. RRAs to agriculture, Asian developing exares, 1960-2009 (percent)

1960-69 1970-79 1980-89 1990-99 2000-09

Koree -13 42 126 180 148
Taiwar -4 3 2C 47 63
China na na -54 -17 2
Indonesia na -19 -18 -20 -3
Malaysie -14 -17 -6 -1 -3
Philippine: -1C -2C -5 16 10
Thailand na -31 -15 -11 -6
Vietnam na na -19 -9 0
Bangladesh na -24 -15 -28 -19
India -51 -41 -11 -13 0
Pakistal -63 -47 -37 -29 -13
Sri Lanka -67 -53 -45 -25 -16

Source: Updated from Anderson and Martin 2009, @4bl7, using estimates in Anderson
and Nelgen 2012b.



Table 3. NRA dispersion across covered agricultpratiucts in focus regions,
1960-2009 (percent)

1960-69 1970-79 1980-89 1990-99 2000-09

Africa 31 33 36 29 36
Asia 45 45 59 57 69
Latin America 59 48 48 37 41
E. Europe-Central Asia - - - 48 39
Western Europe 104 99 108 75 60
United States-Canada 24 23 67 35 31
Australia-New Zealand 36 35 18 13 6
Japan 55 119 159 149 124
All focus countries 59 55 63 48 47

(unweighted aver age)

Source: Updated from Anderson, Cockburn, and M&@ib0, Table 2.4, using
estimates in Anderson and Nelgen 2012b.

Note: For each region, dispersion is a simple ayeedd the country-level annual
standard deviations around a production-weightedma# NRAs, across covered
products, per country, per year.
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Table 4. National NRA deviation and weighted-aver&iRAs for 10 key
commodities in developing and high-income countri&65-1984 and 1985-2010

(percent)

Deviation of national NRAs Weighted average ofA$R

Developing High-income| Developing High-income
countries countries countries countries
1965-84 1985-09 1965-84  1985-10 1965-84  1985-09 5-846 1985-10

Rice 32 59 66 186| -20.1 0.9 136.8 351.8
Wheat 33 43 52 76 55 9.1 122 205
Maize 36 33 40 48| -34 2.3 6.9 11.9
Soybean 46 120 75 54 27 21 0.1 5.2
Sugar 53 64 168 152| 17.2 18.0 107.6 108.1
Cotton 38 32 42 30| -16.0 -2.7 21.3 104
Coffee 41 29 na na| -37.3 -11.6 na na
Beef 45 56 84 109| -12.4 26 227 379
Pork 81 58 73 69| 236 -46 371 150
Poultry 109 69 91 175| 26.3 11.8 245 254

Source: Updated from Anderson, Cockburn, and M&@ib0, Table 2.6, using
estimates in Anderson and Nelgen 2012b.

Note: Deviation, measured in NRA percentage poiatspmputed as the absolute
value of (residual — trend NRA), where nationahttedNRA in each of the two
subperiods is obtained by ordinary-least-squanesitiregression of the national NRA
on time. Estimates shown are an unweighted averfigational NRA deviations each
year, averaged over the number of years in eadbdoer
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Table 5. Global averages of national price-transiorselasticities for 10 key
agricultural products in 82 focus countries, 1988HP

Coeff. of corr.  Short-run price-
between NRA transmission

and int'l price elasticity
Rice -0.85 0.49
Wheat -0.48 0.55
Maize -041 0.63
Soybean -0.38 0.73
Sugar -0.80 0.43
Cotton -0.08 0.57
Milk -0.74 0.71
Beef -0.5C 0.6¢€
Pork -0.43 0.51
Poultry -0.70 0.68
Unweighted aver age,
ten products -0.54 0.56

Source: Anderson and Nelgen 2012a.

Note: Short-run price-transmission elasticity is teighted average of national
elasticities for the period 1985-2010, using thee®f national production at
undistorted prices as weights. The elasticitieshased on partial adjustment
according to a geometric distributed lag formulatiblerlove 1972).



Table 6. Annual NACs for all 75 covered agricultyyeoducts by country group, 1972-1976, 1984-1888, 2005-2009

1972 1973 1974 1975 1976 | 1984 1985 1986 1987 1988 | 2005 2006 2007 2008 2009

World importers 1.51 131 1.2¢ 1.4C 1.6C 1.7¢ 1.8¢ 2.0 224 1.8t 1.5¢ 1.4: 1.37 1.2¢ 1.3C
World exporters 09t 08: 081 08/ 08C| 0.8¢ 1.0C 1.17 1.1¢ 1.0t 1.1¢ 1.12 1.14 1.0¢ 1.07
High-incomecountrie: 1.4¢ 1.34 1.2¢ 1.4C 1.61 1.7 191 21¢ 237 1.97 1.4] 1.32 1.2¢ 1.2] 1.1¢
Developing countrie 1.0z 08t 08¢ 09t 09z| 0.9¢ 1.0¢ 1.1C 1.11 1.0t 1.2¢ 1.1¢ 1.1 1.11 1.1¢
Asia 1.3C 1.0¢ 0.9t 1.0¢ 1.1¢ 1.2¢ 1.4t 1.4¢ 1.4z 1.3¢ 1.4t 1.5C 1.37 1.2] 1.3¢
Africa 09C 08C O07¢ 0.8: 08C| 08C 08 09 097 0.91 1.1¢ 1.0¢ 1.1C 1.07 1.0¢
Latin Americ: 1.01 0.9z 0.9z 1.0¢ 1.0¢ 1.1C 1.2¢ 1.1¢ 1.0c 0.9¢ 1.0¢4 1.0 0.9 0.9 1.0

Source: Updated from Anderson and Nelgen 2012&das NRA estimates from Anderson and Nelgen 2012b.

Note: NAC = 1 + NRA/100. The national NACs are uigited averages. International agricultural prisgi&ed upwards in 1974 and 2008 and
downwards in 1986.
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Table 7. Contributions to total TRIs from varioudipy instruments in developing and high-incomerdoies, 1965-201(percent)

Developing 1965- 1977 1989-
countries 1971| 72 73 74 75 76 | 1983| '84 85 86  '87  '88| 2004| 05 ‘06 ‘07 08  '09
Import tax 9 13 3 2 10 11 9| 10 13 14 16 11| 9 5 6 5 3 5
Export tax 19 15 29 32 26 17| 22| 28 20 26 32 30| 9 3 4 11 13 10
Import subs. 33 8 -7 -3 -2 -4, -2 -2 -1 -2 -2| -2 o -1 -2 -2 -2
Allmeasures| 25|22 20 28 37 25| 27|39 32 38 45 39| 15 5 4 11 11 9

High-income 1965- 1977- 1989-

countries 1971 72 73 74 75 76 1983 | ‘84 '85 ‘86 '87 88| 2004| 05 '06 '07 '08 '09 '10
Import tax 36 30 21 17 25 36 38| 41 42 62 61 52| 36| 17 13 10 0 1 1
Export subs. -4 -4 -2 -1 -2 -2 -3 -3 -5 -8 -8 -6 -3 -1 -1 -1 0 0 0
All measures 311 25 16 13 22 33 34| 37 37 54 55 48| 33| 15 12 9 0 1 1

Source: Updated from Anderson and Nelgen 2012&das NRA estimates from Anderson and Nelgen 2012b.

Note: International agricultural prices spiked upt&in 1974 and 2008 and downwards in 1986. “Alamges” includes farm domestic
support/tax measures. Trade tax equivalents oftdative measures are included in the trade taxsrow
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Appendix: List of 82 Countriesin the Updated Agricultural Distortions Database®

Sub-Saharan African developing
Benin
Burkina Faso
Cameroon
Chad

Céte d’lvoire
Ethiopia
Ghana
Kenya
Madagascar
Mali
Mozambique
Nigeria
Senegal
South Africa
Sudan
Tanzania
Togo
Uganda
Zambia
Zimbabwe

Asian developing
Bangladesh
China

India
Indonesia
Korea, Rep. of
Malaysia
Pakistan
Philippines

Sri Lanka
Taiwan, China
Thailand
Vietnam

Latin American developing
Argentina

Brazil

Chile

Colombia

Dominican Republic
Ecuador

Mexico

Nicaragua

European transition and Mediterranean
Bulgaria

Czech Republic
Egypt, Arab Rep. of
Estonia

Hungary

Israel

Kazakhstan

Latvia

Lithuania

Morocco

Poland

Romania

Russian Federation
Slovak Republic
Slovenia

Turkey

Ukraine

Other high-income countries
Australia
Austria
Belgium
Canada
Cyprus
Denmark
Finland
France
Germany
Greece
Iceland
Ireland

Italy

Japan
Luxembourg
Malta
Netherlands
New Zealand
Norway
Portugal
Spain
Sweden
Switzerland
United Kingdom
United States

% NRA updates are computed in part from OECD (203 for all high-income and

European transition countries, plus Brazil, Chiléjna, Israel, Korea, Mexico, South Africa,

and Turkey.

Source’Anderson and Nelgen 2012b.

Version: October 25, 2012
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60 — High-income countries
= = High-income, incl. decoupled paymems
50 Developing countries 4 N

1955-59 1960-64 1965-69 1970-74 1975-79 1980-84 1985-89.1990-94 1995-99 2000-04 2005-10

Figure 1. NRAs to agriculture in high-income (HI@gnsition (ECAY,and developing
countries, 1955-2010 (%). Five-year weighted avesagith decoupled payments included
in the dashed line.

2ECA is a term used by the World Bank to denotetithiesitional economies of Central and
Eastern Europe and Central Asia.

Source: Anderson 2009, Chap. 1, updated from ewtsria Anderson and Nelgen 2012b.
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(a) Developing countries

60 -

-60 -

NRA ag tradables
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(b) High-income countries
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Figure 2. Developing and high-income countries’ NR# agricultural and non-agricultural
tradable sectors, and RRAs, 1955-2010 (%). Calonksuse farm production—weighted
averages across countries. RRA is defined as 1D0BNRAag)/(100+NRAnonaf—1],
where NRAafand NRAnonaly respectively, are the percentage NRAs for thaatnée
segments of the agricultural and non-agricultueatsrs.

Source: Anderson 2009, Chap. 1, updated from ewtsria Anderson and Nelgen 2012b.
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(a) Developing countries
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Figure 3. Developing and high-income countries’ BRé agriculture by region, 1955-2010
(%). Calculations use farm production—weighted ages across countries.

Source: Anderson 2009, Chap. 1, updated from ewtsria Anderson and Nelgen 2012b.
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(a) Trade-reduction index
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(b) Welfare-reduction index
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Figure 4. TRIs and WRIs among high-income, traosjtand developing countries for
tradable farm products, 1960-2010 (%).

Source: Lloyd, Croser, and Anderson 2010, basedrmiseries estimates in Anderson and
Croser 2009, and updated using Anderson and N&@&2b.



Japan
Iceland
Korea
Norway
Switzerland
Sudan
Morocco
Turkey
Slovenia
Canada
EU15
Romania
Colombia
Poland
Zambia
Lithuania
Estonia

Seni?éal

China
_Russia
Philippines
Mexico
Latvia
Czech Rep
_ Chile
Vietnam
Rep South Africa
Hungar
Brazi
Slovakia
Australia
Ukraine
Nigeria
New Zealand
Ghana
Thailand
Dominican Republic
ndia
Malaysia
Bulgaria
Kenya
Indonesia
Tanzania
Cameroon
Ethiopia
Madagascar
Pakistan
Mozambique
Uganda
Sri Lanka

Egypt
Banglacf(/esh
Argentina
Ecuador
Nicaragua
Zimbabwe
Cote d'lvoire

-50 0 50 100 150

Figure 5. RRAs by country, 2005-10.

Source: Updated from Anderson 2009, Chap. 1, usimderson and Nelgen 2012b.
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(a) RRAs (%) and log of real GDP per capita
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HIC fitted values
DC fitted values

(b) RRAs (%) and agricultural comparative advantage

|
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Ag comparative advantage

HIC fitted values
DC fitted values

4 HIC RRA obs
® DC RRA obs

Figure 6. RRAs (%) mapped on real GDP per capithagmicultural comparative advantage,
1955-2007. Agricultural comparative advantage findd as agricultural net exports divided
by the sum of agricultural exports and imports.

Source: Anderson 2010, Figs. 2.2 and 2.3.
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Figure 7. RRAs to agriculture, including decoupsegbports, among EU-15, all high-income,
and non—-EU15 countries, 1955-2010 (%).

Source: Authors’ compilation, from estimates in A&mgbn and Nelgen 2012b.
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Figure 8. RRAs (%) to agriculture and log of reat papita GDP among large Asian
economies, 19552010. The GDP per capita data are in 1990 intematGeary-Khamis
dollars, updated from Maddison 2010.

#Because RRA estimates are lacking for earlier yelhesstarting dates for India are 1965,
for ASEAN 1970, and for China 1981.

Source: Updated from Anderson and Martin 2009, Chapsing Anderson and Nelgen
2012b.
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(a) Developing countries
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(b) High-income countries
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Figure 9. Comparison of earlier (1980-84) and nmecent (2005-10) NRAs in developing

and high-income countries, by product (%).
Source: Anderson, Cockburn, and Martin 2010, Fi§, @pdated using Anderson and Nelgen

2012b.



(a) Developing countries
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(b) High-income countries plus Europe’s transition exoies
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Figure 10. NRAs to exportable, import-competingd ali covered agricultural products in (a)
developing and (b) high-income and European tramséconomies, 1955-2010 (%). Five-
year weighted averages for covered products otig.tdtal also includes nontradables. The
straight line in the upper segment of each grapresents an ordinary-least-squares
regression based on annual NRA estimates.

Source: Anderson 2009, Chap. 1, updated using Andeand Nelgen 2012b.
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Figure 11. Contributions of various instrumentsh® border component of the welfare
reduction index (WRI) for developing countries, @98010 (%).

Source: Derived from estimates reported in CroedrAnderson 2011, updated using
Anderson and Nelgen 2012b.
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Figure 12: Comparison of earlier (1980-84) and nmmecent (2005-10) contributions of
various policy instruments to the producer compooéthe welfare reduction index (WRI)
for selected high-income and transition countgi®s

Source: Croser and Anderson 2011, updated usingraod and Nelgen 2012b.
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Figure 13. The policy-making process and its ecan@onsequences.

Source: Rausser, Swinnen, and Zusman 2011, p. 4.
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