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In the recent literature on young-age mortality, quite some attention has been devoted to the 

spread of deaths between families. Most infant deaths seem to cluster in a rather limited 

number of families, an observation which has been named ‘death clustering’. This finding has 

both methodological and theoretical consequences, since it requires to think of mortality from 

the level of the family instead of from the level of the individual.  

Ever since Monica Das Gupta’s (1990) call to put death clustering on the research 

agenda, many studies have aimed to describe and explain clustering, both in contemporary 

populations, as well as in the European past. Despite the attention it received, the clustering 

phenomenon has not yet been explained, nor do we know to what extent it played a role. 

However, there seems to be a consensus on two aspects: (1) death clustering can be found in 

any population; and (2) the study of death clustering will impact our understanding of the 

causal mechanisms underlying infant mortality. Some scholars argue that clustering “points to 

the need to re-evaluate our interpretations of the causes of infant mortality” (Edvinsson et al. 

2005:321). This re-evaluation is made possible due to a conceptual shift in focus: while 

previous research studied mortality averages, clustering is about the variance of mortality 

from family to family. 

It is the general aim of this doctoral dissertation to contribute to the study of clustering 

by exploring an entirely new element, a family’s genealogical history of infant mortality. This 

study intends to assess if, and explore why, infant deaths are transmitted from one generation 

to the next. By adding an intergenerational element, the study of clustering is moved away 

from temporal or contextual effects. Meanwhile, the focus is redirected to the true nature of 

clustering: so-called family effects, i.e. effects that play on a family level. 

This doctoral dissertation is intended as a collection of research chapters. Therefore it 

is structured in four main parts. The first part provides a theoretical background on infant 

mortality, and on death clustering. From a literature description the main research question is 

distilled, and hypotheses are constructed. The second part sets the stage of this research: it 

describes the data and contextualizes the study population: the infants and their families living 

in the Antwerp district (‘arrondissement’) in the second half of the nineteenth century (1846-

1905). The third part forms the main body of this dissertation: in four chapters the main 

research question is studied from different angles, using different research methods. Each 

chapter stands on its own, starting from a different perspective (individual, family or 

population), highlighting a different aspect of the theoretical framework and explaining the 

applied methodology. The results, their meaning, and the technical consequences and 

efficiency of the used methodologies are discussed in a concluding fourth part.  
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BACKGROUND 

STATE OF THE ART 
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1.1.1. Framing studies on young-age mortality: the Mosley and Chen framework 

In 1984 Henry Mosley and Lincoln Chen proposed an analytical framework for studying the 

determinants of child survival. Their paper (reproduced and commented on in the WHO 

Public Health Classic Series, Hill 2003) integrates both medical and social science research, 

resulting in a unified causal model (see figure 1.1.1). Up until then, medical researchers and 

social scientists concerned with child mortality differed in their approach, their assumptions 

and their goals. Roughly spoken, while the former focused primarily on treating disease 

processes with medical interventions, the latter were more interested in socioeconomic 

gradients in mortality, and in adjusting social policy accordingly. The framework proposed by 

Mosley and Chen turned out to be very influential. Since its publication, the paper has shaped 

and directed both medical and social science research on child morbidity, mortality and public 

health measures (Hill 2003). 

 

Figure 1.1.1. Mosley & Chen’s integrative framework (1984) of the proximate determinants  

on the health dynamics of a population 

 

The causal model was put forward in response to recent renewed interest into the causes of 

infant deaths in high mortality developing regions. Despite the literature increase, no real 

common theoretical framework was available, like there is the Davis and Blake model in the 

related field of fertility (1956). In analogy with Davis and Blake, Mosley and Chen proposed 

five groups of proximate determinants, or intermediate variables. However, unlike with 

Growth 

faltering 

Socioeconomic determinants 

Healthy 

Mortality 

Maternal 

factors 

Nutrient 

deficiency 

Injury Environmental 

contamination 

Personal illness 

control 

Treatment 

Prevention 

Health Status Index 

Sick 
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fertility, the outcome of the ‘child survival’ model was not so simple. As the dependent 

variable, Mosley and Chen developed a “health status index”. The index is a measure that 

combines information on the expected weight of the child, its actual weight, and death, 

thereby integrating both the concepts of morbidity and mortality. The proximate determinants 

by definition regulate the relation between health and disease, or the ‘health dynamics’ of a 

population. If the balance between the two is flipped too much towards ‘disease’, it ultimately 

results in death. The advantage of the model is that mortality studies, both medical and social, 

can be guided towards factors that influence the proximate determinants, and thus rebalance 

health. 

 

The groups of proximate determinants affecting child health, as discerned by Mosley and 

Chen (see figure. 1.1.1), are: 

 

- maternal factors: including her age, how many times she gave birth, and the time 

interval between those births; 

- environmental contamination: the level of contamination is related to the occurrence 

and spread of diseases. It can be assessed by microbiological examination, or 

measured by the incidence of acute infectious diseases. Mosley and Chen therefore 

suggest using a composed indicator, combining microbiology (presence of micro-

organisms) and epidemiology (spread of diseases in the population); 

- nutrient deficiency: the nutritional diet of children, but also that of their mothers 

during pregnancy and lactation; 

- injury: not only referring to instantaneous health shocks, but also to long-term effects 

of disabilities, related to earlier injury; 

- personal illness control: both preventive care and medical treatment, undertaken by 

the individual or offered by care providers. 

 

 While all of the factors in these groups influence the process from being healthy to 

getting sick, the treatment factors in the last group also affect the rate of recovery. The 

proximate determinants are limited in number, but they are meant to be exhaustive. They are 

chosen in such a way that the health status of children is dependent on change in one of the 

factors of the proximate determinants. 

 More appealing to sociologists are the ‘socioeconomic determinants’ of child 

mortality. These determinants include all possible social, economic, cultural and health 
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system background variables. They operate only through one or more of the five proximate 

determinants. Quantifying this relationship, or even accurately measuring change in the 

proximate determinants itself, is not straightforward, if even possible. Although the model of 

Mosley and Chen is very clear, and claims to be exhaustive, it is not very practical to use. 

This is especially true for research on mortality in the past, where information is scarce, and 

the researcher has to work with those elements that survived history. 

 

Figure 1.1.2. Conceptual model for the relation between social, cultural and family 

determinants and infant and child mortality (adapted from Kok et al. 2011) 

 

 

A more practical approach is to focus on differentials in the background variables, and how 

these affect infant and child mortality outcomes. Therefore the researcher breaks the 

‘socioeconomic determinants’ from Mosley & Chen down in a number of measurable 

variables, sometimes including aspects of the five proximate determinants (see e.g. Lalou 

1991). A recent example of this practice for historical research is proposed in Kok, 

Vandezande & Mandemakers (2011), see figure 1.1.2. It is an example of a very broad 

interpretation of the background variables, breaking them down into four major (groups of) 

variables: religion, region, family factors and family system. While religion is a cultural 

variable, and family system is mainly culturally determined, region is a combination of 

Family factors 

 

- household resources 

- genetic predispositions 

- individual care practices 

5 proximate determinants 

(Mosley & Chen, 1984) 

Social, cultural and family determinants 

Family system 

 

- presence and role of kin 

- intra-household resource 
allocation 
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Infant and child 

mortality 
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cultural determinants and elements of the proximate determinant ‘environmental 

contamination’, which makes it an ambiguous yet practical and measurable variable. Family 

factors is a combination of a socio-economic aspect (the resources a household has at its 

disposal), a biological component (genetic frailties) and the socio-cultural care practices of 

each individual parent. 

 

1.1.2. The clustering of infant and child deaths in families 

According to Monica Das Gupta, the influential framework of Mosley and Chen determined 

future literature, in that it, as she formulated it, “crystallizes [an] implicit assumption in the 

literature” (Das Gupta 1990:489). This assumption deals with the interpretation of differences 

in mortality levels on the second socioeconomic level, that of the household. Child mortality 

differences between households are explained by socioeconomic factors on the level of the 

household (income, wealth) and on the level of the individuals that form the household (the 

literature often focuses on their education and occupation). The residual variation is often 

seen as ‘nuisance’, or ‘unmeasurable heterogeneity’ (Trussell and Rodriguez 1990). Implicitly 

it is assumed to be either an unsystematic nuisance variation in a nevertheless perfectly 

predictable environment, or otherwise a side effect from using inaccurate measures. Das 

Gupta argues that the residual variation in mortality on a household level is far from 

unsystematic: it is clearly patterned. For Das Gupta, there is more to it than a mere bad or 

overly crude measurement. 

 Das Gupta found that in rural Punjab, India, child deaths are clustered in a limited 

number of families. This disproportionate spread remains after controlling for Mosley and 

Chen’s (socioeconomic) determinants. She argues that this clustering is caused by an entirely 

new determinant, not just an inadequate measurement of the old determinants. The unequal 

distribution of child deaths – or ‘death clustering’, as Das Gupta called it – might be explained 

by the “basic abilities and personal characteristics” of the mother (p. 490), independent from 

her educational level or occupation, or the ‘maternal factors’ from Mosley and Chen’s 

framework (figure 1.1.1). Das Gupta argues that ‘personal abilities’ to take care of children 

differ very much from individual to individual, even after controlling for education. Although 

education or other socioeconomic determinants can improve an individual’s abilities, they do 

not fully explain why some mothers are ‘better’ at childcare than others. According to Das 

Gupta mothers have different ‘innate’ abilities, something which has been neglected in the 

literature. Das Gupta therefore argues that a mother’s ‘personal abilities’ should be added as a 
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new determinant to Mosley and Chen’s framework, at the position now occupied solely by 

‘socioeconomic determinants’. 

 In her 1990 paper Das Gupta points to a number of previous studies, mainly on 

mortality in developing countries, in which the authors expressed their concerns about an 

interfamilial correlation in child mortality, or in which the data seem to suggest the presence 

of death clustering. In addition, she refers to personal communications with a number of other 

researchers in the field, who confirmed similar family-level heterogeneities. In every 

mentioned study group or population, deaths are clustered in a limited number of families. In 

the field of historical demography some additional studies have pointed in the same direction. 

As early as 1984, in his (Swedish) dissertation “The careless mothers” on 19
th

 century infant 

mortality, Anders Brändström mentioned an observation he found remarkable. The area he 

observed, the parish of Nedertorneå, was characterized by high fertility (the average amount 

of children ever born was 4,75) and a notoriously high infant mortality (due to the lack of 

breastfeeding mortality was as high as 400 infant deaths per 1.000 live births). Nonetheless a 

large proportion of the mothers (nearly 45 per cent) did not experience a single infant loss. 

Meanwhile, a substantial proportion (19 per cent) of the mothers (“högdödlighetsfamiljer”, or 

“high mortality families”) lost a disproportionately large number of children. Nault et al 

(1990) state that in seventeenth and eighteenth century French-Canada certain mothers had a 

higher propensity to lose their children than others. Some of these precedents mention the 

methodological consequences of an intra-familial heterogeneity, or “intraclass correlation” 

(e.g. Pebley & Stupp 1987). Most studies however stay on the descriptive level. 

 Das Gupta was the first to put clustering explicitly on the research agenda, predicting 

that “this finding has major implications for our understanding of the determinants of child 

survival” (p. 490). A number of contributions followed. Many of these papers demonstrate the 

existence of clustering in a population different from the one studied by Das Gupta. Since Das 

Gupta’s paper on rural Punjab, India, so far clustering has been found to exist in present-day 

Bangladesh (Zenger 1993; Saha & van Soest 2011), Brazil (Curtis, Diamond & McDonald 

1993; Sastry 1997), Guatemala (Guo 1993), Senegal (Ronsmans 1995), Kenya (Zaba & David 

1996; Omariba, Rajulton and Beaujot 2008), several other Indian regions such as West-

Bengal (Makepeace & Pal 2008), Uttar Pradesh (Bhalotra & van Soest 2008), and Kerala 

(Arulampalam & Bhalotra 2006), Ghana (Van Bodegom 2010), and even Denmark (Øyen et 

al. 2009). Also in populations in the (19
th

 century) past deaths are found to be clustered. So far 

this has been confirmed for several regions in Northern Sweden (Brändström 1984, Edvinsson 

et al. 2005, Holmberg & Broström 2012), the Derbyshire region in England (Reid 2001; 



10 
 

2002), the village of Sart in Belgium (Alter, Oris & Broström 2001), the village of Lonneker 

in the Netherlands (Janssens, Messelink & Need 2010), the city of Venice in Italy (Derosas 

and Broström 2010), some parishes in Styria, Austria (Hohenwarter 2011), and the island of 

Tasmania (Kippen, 2011). Silently, a shift in the interpretation of ‘clustering’ took place: 

while Das Gupta originally seemed to use the term only for an unexplained residual variation 

of child mortality on a family level, later publications – including her own paper from 1997 – 

use the term to describe the unequal distribution, or overall variation, of child mortality on a 

family level. Clustering is almost exclusively used in the latter, wider definition. This wider 

definition, in which clustering is the results of all kinds of factors – socioeconomic situation 

of families, maternal factors and innate abilities, genetic elements – is therefore preferred 

throughout the rest of this text. 

 When reading through the literature on child mortality, one could get the idea that 

death clustering is omnipresent. In all populations, even the ones that are very homogeneous 

with regard to common mortality determinants (e.g. the women in Niakhar, Senegal, in 

Ronsmans 1995), there seems to be a considerable variation in child mortality on a family 

level. Conversely, I could not find a single publication which shows a population where child 

mortality is distributed equally across all families.  

 Despite the efforts made in describing clustering in different contexts, little progress 

has been made on explaining it. So far, no study was able to fully explain the inter-familial 

differences, although many studies in death clustering had clear opinions on what possibly 

caused clustering. Some authors suggest a biological explanation (Guo 1993), others favour 

the role of individual mothers concerning health care, child care practices, and their personal 

abilities (Das Gupta 1990; Millward & Bell 2001), yet others point to specific fertility patterns 

regarding birth spacing (Arulampalam & Bhalotra 2006), or a mixture of these (Ronsmans 

1995; Edvinsson et al. 2005). The death clustering literature is characterized by a large 

diversity in opinions, but at the same time there is little consensus on the causes and 

mechanisms of clustering.  

 

1.1.3. Why do we care about clustering? 

Das Gupta’s call to focus on the family came with a strong belief that mortality research 

would not only benefit from the study of clustering, but that the discovery of clustering will 

alter our very understanding of mortality and its determinants. Although Das Gupta refers to 

‘major implications’, it is not clear what she means by that. In the long run, this might be 

problematic: despite the large response to Das Gupta’s call there is few reflection on the 
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scientific relevance of clustering. Few arguments have been made to convince that clustering 

is a topic worth devoting so much attention to. In this section I try to illuminate why we 

should nevertheless study clustering, and how it can prove meaningful. 

 The clustering of deaths on the family level has a methodological consequence. Death 

clustering implies that children born in the same family have linked death risks. 

Acknowledging the existence of death clustering means acknowledging the interdependence 

of mortality risks from children that belong to the same household. Whether this 

interdependence is direct (e.g. a common cause of death) or indirect (shared background 

variables) is irrelevant at this – methodological – point: the main issue is that siblings are not 

independent, contrary to what is often implicitly assumed in mortality research. In a field 

dominated by studies on either the aggregate (community) level or the individual level, the 

level of the family has been overlooked. According to Guo (1993), ignoring sibling 

interdependence has been standard practice. The fact that twins and triplets are often excluded 

in demographic research is for him an indication that researchers are not totally unaware of 

this problem, but it is an insufficient countermeasure. Ignoring strong dependence on a certain 

level, such as the family, has an important statistical consequence. Most regression techniques 

assume observations to be independent from each other. If this assumption is violated, the 

standard errors of parameter estimates can be underestimated, resulting in the statistical 

significance of effects being overestimated. In a field where focus of the interpretation is on 

relationships that are statistically ‘significant’, and hence considered ‘proven’, one wants to 

make absolutely certain that results are not falsely labelled as ‘significant’, as can be the case 

when ignoring dependency between the observations. Possibly even more important, 

seemingly relevant relationships – such as the one between longer birth intervals and lower 

infant mortality – can be spurious due to the effect of unobserved family traits. The 

hypothesized effect of a long birth interval might just as well be an inaccurate measurement of 

a third, unobserved family-level trait, resulting in both longer birth intervals and in lower 

infant mortality. When using sibling data, which is often the case in many demographic 

surveys or historical databases, appropriate modelling techniques should be used to overcome 

this shortcoming. ‘Appropriate’ here is to be interpreted as ‘taking into account clustering’. 

According to the methodological argument, familial clustering of deaths is seen as a statistical 

nuisance, but one that potentially affects our final outcomes. Therefore, we should not ignore 

the family-level clustering of deaths, but account for it in the models we build. 

 Aside from methodological fine-tuning, the study of clustering itself can also be 

meaningful. In the literature there are several examples of where clustering might lead us. 
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Death clustering has been described as “an expression of heterogeneity in the risk of child 

mortality between sub-groups of a population”, in other words: an expression of the existence 

of mortality differentials (Ronsmans 1995: 443). In Ronsmans’ view, ‘death clusters’ can 

occur in many dimensions. A comparison of mortality between periods is a study into 

clustering in the time dimension; regional differences in mortality refer to a spatial clustering. 

In Das Gupta’s research – and also in this doctoral dissertation – the main focus is on 

differences between families. The study of familial differences, according to Ronsmans, 

should be conducted similarly as that into regional or temporal differences. Child death risks 

differ between families, just like they do between regions or birth years. In the case of 

families these differences can partly be explained by socio-economic differentials (income, 

occupation, education, etcetera) or context differentials (region, birth cohort). Still, some 

important differences remain. An in-depth study of the residual differences on a family level 

can point in the direction of determinants which are difficult to measure or observe, or that are 

potentially missing in Mosley and Chen’s framework. One can then search for alternative 

measures for these determinants, and test them specifically. Das Gupta illustrated the latter by 

suggesting an extension of the Mosley and Chen framework with an additional determinant, 

which she called ‘parental abilities’. She supported this assumption with the collection of 

additional data, including questions focusing on individual childcare practices related to child 

health, and on the households’ sanitary and environmental conditions. After her interpretation 

of social class effects was questioned in Guo (1993), she later admitted that there is a socio-

economic gradient in importance of parental competence: the majority of the diversity in 

competence is to be found among the lower social classes (Das Gupta 1997). Guo himself 

suggested that the genetic make-up of the family was of greater importance than assumed 

before. Ronsmans (1995) in addition pointed to the different ecological settings in which 

children from different families grew up, and the different strategies to cope with food 

shortages. Clustering is more than a statistical nuisance, it can act as a tool to trace and 

validate both measurable (e.g. social class), formerly unknown (e.g. ecological settings) or 

unmeasurable (e.g. genetic loadings) determinants. 

 Clustering has a conceptual message as well. Young-age mortality, and infant 

mortality in particular, is an important measure of inequality (for example in the Human 

Development Index). Inequalities at the aggregate level of the country or the region are often 

explained by inequalities at the level of the individual child. The study of the clustering of 

young-age mortality in families puts the focus on the family as a main unit of analysis. It 



13 
 

explains the need to study inequality at the level of the family, and to look for explanations 

not only at the level of the individual, but also on the level of the family. 

 Because clustering explicitly puts the focus on the family, often impersonated by the 

mother, it also facilitates related research, most especially studies on the interplay between 

fertility and mortality. The clustering of child deaths is an important observation for our 

understanding of fertility. There is a close relationship between the number of children dying 

at young ages on the one hand, and the total number of children a mother gives birth to, and 

the interval between these births, on the other hand (Preston 1978). The death of the previous 

child in particular is an important determinant in the timing of the next birth (see for example 

Van Bavel 2004). Birth intervals are heavily influenced by breastfeeding. Intensive 

breastfeeding can postpone pregnancy, and thus the birth of the next child. The death of a 

weaned child interrupts breastfeeding, and therefore often results in a much shorter birth 

interval until the next child (Preston 1978; Santow 1987). The higher incentive of giving birth 

when the previous child has died can also be explained by a ‘replacement’ mechanism. 

(Knodel 1982; Kemkes 2006). This hypothesis states that parents decide more quickly to have 

a next child, in order to replace a deceased one, a theory which can be applied to non-

succeeding births as well. Given these mechanisms, and the length of the reproductive period, 

the only way for a women to have a certain very high number of births is the shortening of the 

birth intervals due to child loss. High fertility would thus be correlated to high mortality; 

fertility heterogeneity by death clustering. Fertility and mortality are related in another way as 

well: very small families can be the result of ‘stopping’ behaviour (i.e. ending reproduction 

‘early’). In some cases, women are infertile because of difficult deliveries. Also maternal 

mortality limits the number of children ever born. Both are positively correlated with the 

death of the last child. Families with many deaths are the only way to reach very high fertility 

levels, but they because of difficult deliveries or maternal mortality they are also at risk of 

‘early stopping’. Some scholars have used clustering to show the existence of a scarring effect 

(Arulampalam & Bhalotra 2006; Saha & van Soest 2011). A (too) short birth interval 

resulting from the death of the previous child ‘scars’ the mother, and its long-term health 

effect is that the succeeding children are lower in birth weight, and have higher death risks. 

According to Ronsmans (1995) this feeds the assertion that at least a part of clustering is a 

necessary side-effect of fertility mechanisms. Ronsmans found this to be true in a simulated 

environment, but only to a limited extent. Moreover, fertility theory may be explaining the 

existence of very high mortality families, but it does not explain why some families have a 

much lower mortality than expected.  
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 While contemporary researchers focus on clustering either as a statistical nuisance, or 

as a meaningful tool in explaining mortality or understanding fertility, historical 

demographers have used the same base observation to focus on the nature and the extent of 

clustering itself. Clustering is not seen as a window, a channel through which research is 

conducted, but as a dependent variable, a goal towards which research is aimed. Also, most of 

their attention has gone to infant deaths, or deaths within the first twelve months of life. One 

characteristic of clustering that has caught their attention in particular is the unexplained 

dependency between siblings. For example, in a practical adaptation of the Mosley and Chen 

framework for historical neonatal mortality, Lalou (1991) mentioned ‘the fate of brothers and 

sisters’ as a separate ‘demographic’ variable. A common way to investigate this is digging 

deeper into the effect of the death of the previous sibling, which illustrates the dependency 

between siblings that succeed each other in birth order (see e.g. Lynch & Greenhouse 1994; 

Janssens, Messelink & Need 2010). 

 A suggestion for a more holistic approach was done in Edvinsson et al. (2005). 

Following the work of Brändström (1984; 1988), who co-authored the paper, they focused on 

families with higher-than-normal mortality, Brändströms ‘high mortality families’ 

(“högdödlighetsfamiljer”) or ‘high-risk families’, as they called them. Avoiding very 

complicated analyses, they developed a simple but elegant method to label single families as 

‘high risk’. According to their definition, in order to be ‘high-risk family’ the proportion of 

infant deaths needs to double the population infant mortality rate. For example, in a 

population with an IMR of 250 (250 infant deaths per 1.000 live births) all families which 

lose at least half of their infants are considered ‘high risk’. Despite the weak theoretical basis 

for this decision, and the lack of robustness regarding family size in low mortality 

populations, labelling families as ‘high risk’ is a very practical and intuitive approach. 

According to Edvinsson et al. an in-depth study aimed at recognizing high-risk families is a 

favourable approach to unravel “the fundamental reasons for spatial differences or temporal 

changes in infant mortality”. They were able to unravel a biological (experiencing stillbirths) 

and a social component (remarried mothers). Following this approach, the preliminary results 

of Walhout (2011) show that there are little differences between social status and the 

occurrence of high risk families. Individual analysis on causes of death show that infant 

deaths in high-risk families are more often due to diarrhoea and contractions than deaths in 

non-high-risk families, suggesting the importance of behavioural practices (in this case: 

breastfeeding) for clustering. Not only historical demographers, but also contemporary policy 

makers in developing regions could benefit greatly from such a perspective. Locating families 
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with excess young-age mortality can focus and intensify campaigns directed toward lowering 

child mortality, rendering them more cost-efficient (Zaba & David 1996). 

 

 The findings of Edvinsson and his colleagues led them to invite a group of historical 

demographers in order to get a better grasp of the causes and extent of death clustering 

(“International workshop on death clustering, 22-23 October 2010, Umeå, Sweden). The goal 

of the workshop was threefold: (1) to explore to what extent clustering is present in several 

historical populations, (2) to bring forward and evaluate different ways of measuring 

clustering, and (3) to offer (additional) explanations for clustering. The focus was thus on 

clustering as such, and not on the theoretical consequences of clustering. The latter, it was 

argued, can only be started after we have a better idea of what clustering is. It quickly became 

clear that (the study of) clustering is far more complicated, and its causes much more diverse 

than expected. This is partly due to the nature of the question, and the unfamiliarity with the 

different way of thinking on mortality. Or, as one of the participants phrased it, “death 

clustering is not about the mean mean, but about the variability of the variance”. It was 

concluded that an interdisciplinary, international comparative perspective is necessary. 

Although the palette of possible causes remained diverse, there seemed to be a general 

awareness that part of the answer can be found by a deeper study on the family and its kin. 

 

Clustering has been studied for some time. However, both its extent and its consequences for 

mortality theory remain vague. There is a general agreement that the family as unit of analysis 

is more optimal than the individual. Also, there is a shared presumption that our 

understanding of the determinants of mortality, as represented in the Mosley & Chen 

framework, will be altered due to this conceptual and methodological shift in focus. Both 

geographical differences (clustering in space) and the mortality transition (clustering in time) 

need to be rethought and reanalysed from the family instead of the individual. As such, the 

study of clustering can provide an alternative approach, or even alternative theory, to the 

further study of mortality. As for today, however, the study of clustering is still in its infancy: 

it lacks good, comparable measures, and many of its aspects are not yet unravelled. 
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1.2.1. Aim of this study 

1.2.1.1. Main research questions 

We still have no clear idea of what constitutes family-level heterogeneity mortality at young 

ages. The aim of this study is to make a contribution to a better understanding of the 

mechanisms behind clustering. One of the main questions in clustering research is:  

 

 “Why is it that in some families more children die than in others?” 

 

The existing literature proves that this is a very broad question. The possible causes for 

clustering are very diverse and not always measurable. Therefore the above central question 

will be redirected to Edvinsson’s high-risk families: can we predict if a two newly wed 

partners will later lose a large proportion of their infants, given only the genealogical 

background of bride and groom? If someone is born in such a high mortality family, survives 

childhood, reaches adulthood and wants to start his or her own family, is that family more 

likely to have a high infant mortality as well? Does a higher propensity of young-age 

mortality carry over to the next generation? The focus in this dissertation will thus be 

narrowed down to the study of one particular aspect: the family’s genealogical history of 

young-age mortality. The central question of this study will be:  

 

“Is the propensity of losing a large proportion of infants transmitted through 

generations?” 

 

Or, from the perspective of a parent:  

 

“Is the propensity of losing infants carried over from parent to child?” 

 

As such, intergenerational transmission of infant death risks will be put forward as one of the 

explanations of clustering. Doing so, the individual infant will not only be seen in the context 

of his or her present family, but also the family’s past will be considered.  The central focus of 

this study is thus twofold: (1) on intergenerational patterns in infant mortality, and (2) on the 

meaning of these patterns for the clustering of infant deaths in families.  

 Research with such an intergenerational focus, channelled through clustering, will 

provide answers not only to the clustering phenomenon, but also to whether and how the 

transmission of death risks between generations took place. Ultimately, researching mortality 
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in an intergenerational family context might allow us to unveil the mechanisms of some of the 

behavioural and genetic determinants of mortality at a young age, mechanisms which would 

remain hidden otherwise. 

 

1.2.1.2. Mechanisms of intergenerational transmission 

The transmission of mortality risks from one generation to the other might work in multiple 

ways. Following the analytic framework of Kok et al. (cfr supra, figure 1.1.2), all proposed 

social, socioeconomic, cultural or family determinants can be transmitted from one generation 

to the other. An intergenerational transmission of infant mortality can therefore be understood 

as the persistence of infant mortality determinants from one generation to the next. For 

example, if a parent sticks to the same religious denomination or religious ideals as the ones 

he or she grew up with, and his or her partner shares this religion and ideals, this determinant, 

through socialization within the family, can affect infant survival chances in both generations 

in a similar way. As such, existing religious differentials persist through generations (for the 

Netherlands, see Van Poppel, Schellekens and Liefbroer 2002). Regions with a long history of 

endemic malaria, not uncommon in places with brackish water in 19
th

 century Western 

Europe (Van Poppel, Jonker & Mandemakers 2005; Devos 2006) affect multiple generations. 

This environmental effect can hide a direct intergenerational transmission of death risks of 

families that reside in the same area for multiple generations. A similar blurring effect can be 

caused by household resources, especially in a population with low intergenerational social 

mobility. If social statuses are often transmitted from father to son, a seemingly 

intergenerational correlation between mortality risks can effectively be masking a social class 

differential in infant mortality, persisting from one generation to the other through status 

inheritance. 

 

A direct intergenerational transmission is mainly caused by family factors (cfr supra, figure 

1.1.2). These aspects can be social or biological in nature. 

 A first component which can be directly transmitted across generations is a social one. 

Families have different norms and attitudes towards traditions in care practices, the role of 

kin, the resource allocation within the household or gender and family size preferences. In 

part this is related to group membership, for example as far as these norms and attitudes are 

related to a certain religious denomination. Nevertheless, norms and attitudes vary from 

individual to individual, and thus from parent to parent. Moreover, individual behaviour does 

not always reflect what is dictated by societal or individual norms. For example, care 
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practices, such as the artificial feeding instead of breastfeeding of infants, are known to create 

important differences in young-age mortality on the family level, even if these families belong 

to the same social or denominational group (Walhout 2010). Traditions can include practices 

that, at first sight, are not directly related to childcare. An example is the tradition of making 

fires from dried corpses of seabirds on the Icelandic Westman Icelands (Vestmannaeyjar), 

typically a women’s task. Water shortage led women to wash their hands with unclear water 

from shallow ponds, or not wash them at all, before they took care of their babies. This lead to 

many cases of neonatal tetanus, which was the main factor responsible for the extremely high 

infant mortality levels of over 700 per 1.000 live births (Garðarsdóttir & Guttormson 2009). 

Traditions and knowledge on practices, norms, attitudes, etcetera, can all be passed on from 

one generation to the next. Children, when learning from their parents, might be continuing 

the same practices and traditions, whether they are beneficial to or worsening the health 

condition of infants. The continuation in both attitudes and behaviour from one generation to 

the next can be interpreted as an intergenerational form of socialization. Socialization can also 

improve infant survival chances from generation to generation. Parents might adapt ‘better’ 

childcare practices after the experience of infant loss, and their children might socialize these 

new practices, especially if they do not lead to recurrent infant loss.  

 Not all children follow in the footsteps of their parents. As adults, children might adapt 

deliberately different or even opposed childcare practices as compared to their parents. A 

logical cause for such reversed socialization might be the awareness that certain behaviour 

(e.g. nursing children with undiluted cow milk) leads to an increase in child loss.  

 Next to a social component, there can be a biological component as well. Specific 

genetic loadings can falter the health of children, increasing their risks of dying. These 

‘faulty’ genes, which have been suggested as a cause for clustering (Janssens, Messelink & 

Need 2010), can be transmitted from one generation to the other. This genetic makeup should 

not only be understood as that of the child, but also that of the mother. A mother’s risk of 

miscarriages or difficult deliveries is partly genetically determined, and as such can be 

transferred from mother to daughter. Counter to this mechanism, the biological component 

might also run the other way around. According to biological selection theory, individuals 

with weak genes are more prone to die (often very soon after birth), than individuals without 

any genetic malfunctions. In this case there either is no next generation (which cannot be 

measured with an intergenerational approach, so the story ends here), or it selects the 

strongest ones to start the next generation. Infant mortality in the next generation can thus be 

expected to be lower. 
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 The above mechanisms through which infant mortality risks can be inherited from one 

generation to the next, are summarized in table 1.2.1. Because no previous research into the 

intergenerational dimensions of infant mortality is available, these mechanisms are yet 

referred to as ‘hypotheses’. For each hypothesis, it is indicated whether one can expect a 

positive (+) correlation of infant deaths between generations, or a negative (-) one.  

 

Table 1.2.1. Possible mechanisms of intergenerational infant mortality transmission 

Hypothesized mechanism Nature of correlation 

Denomination hypothesis + 

Environmental hypothesis + 

Status inheritance hypothesis + 

Socialization hypothesis +/- 

Reversed socialization hypothesis - 

Faulty genes hypothesis + 

Biological selection hypothesis - 

 

Of all these mechanisms of intergenerational transmission, social and biological effects, 

although very distinct in theory, are the most difficult to disentangle in practice. One possible 

way to go is to look at the age at which young children die. Biological causes of death tend to 

manifest themselves very soon after birth, in the very first days or weeks. Other, external or 

‘exogenous’ causes of death start to become visible later on, after a couple of weeks. This is 

not an absolute rule. Some genetic causes typically become apparent after a couple of months, 

such as a genetic propensity for the sudden infant death syndrome. On the other hand, some 

deaths right after birth can be attributed to social or cultural traditions related to the process of 

giving birth (Lalou 1991). Despite the ambiguities in interpretation in terms of causal 

mechanisms, the age at death can give a rough, albeit vague, indication. 

 

1.2.1.3. An additional explanation for clustering? 

The second focus of this study is on the explanatory power of a family’s genealogical history 

of infant mortality for the clustering phenomenon. How much clustering is explained by the 

intergenerational component? The answer of this question is related to the nature of the 

population which is studied. If the social, cultural or family determinants of young-age 

mortality are very heterogeneous in a population, there will be a lot of clustering. Clustering is 

an expression of the variance in a population on the family level. The more homogeneous 

families in a population are, the less clustering there will be (Ronsmans 1995). Likewise, in a 
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population with a mix of traditions, where both breastfeeding practices and artificial feeding 

are both common practice, clustering will be higher than in a population with mainly 

breastfeeding practices (and reduced mortality risks), or even a population that relies solely on 

artificial feeding (and hence has increased mortality risks). The absolute explanatory power of 

an intergenerational element for this diversity will be at its strongest in a population with a 

mixture of families, with large variation in how deaths are transmitted between generations. 

An example of such a population is a population during modernisation processes, where some 

families are loyal to the traditions, while others are forerunners of a new, modernized society. 

Conversely, in homogenous societies, with very little social stratification, where all families 

have an equal religion and share the same health care practices, etcetera, clustering will be 

lower, but the remaining differences will be easier to relate to intergenerational effects, so the 

relative explanatory power of an intergenerational element will be larger. 

 

1.2.2. Focus on infancy 

Studies on young-age mortality make some very clear distinctions in the first periods of a 

human life. Generally, a division is made between infants and children, with twelve months of 

age as an arbitrary, commonly agreed cut-off point. Although the original paper of Das Gupta 

studied the period from birth up until the fifth birthday, many of the studies on clustering 

following her paper are limited to infants. This has not only practical reasons: ‘infant’ in its 

meaning of the first twelve months of life is a very common measure in surveys and other 

demographic data sources, and is already present in 19
th

 century registers. There are 

theoretical arguments as well: infancy is the part of childhood where children are weaned, 

where they are at their weakest, and where mortality is the highest. During this period of 

infancy, the mutual importance of the proximate determinants of mortality is different from 

the rest of childhood (Mosley & Chen 1984). Therefore this study will be focusing on the first 

year of life. Measuring the variability of mortality across families accurately requires an 

accurate observation of the number of deaths, including stillbirths. Without stillbirths we 

would have a biased view on the mortality spread. Stillbirths are also related to (a biological 

component in) clustering: high-risk families not only have more infant deaths, but more 

stillbirths as well (Edvinsson et al. 2005). In this dissertation both infant deaths and stillbirths 

are studied. Any further notions of ‘young-age mortality’ therefore refer to ‘infant mortality’, 

and ‘infants’ or ‘births’ implicitly include stillbirths. 
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1.2.3. Relevance of this research 

An intergenerational view is new in the research on mortality at young ages. Aside from an 

isolated Swedish conference paper (Lindkvist & Broström 2006), this perspective has never 

been taken, nor in historical studies, nor in contemporary research. In the scope of a single 

doctoral dissertation it is nigh impossible to unravel all mechanisms and aspects of the 

intergenerational transmission of death risks with the limited measures available. Therefore 

this study will be confined to an empirical exploration of intergenerational patterns in various 

settings. Also, a prototype method to measure the impact of a possible intergenerational 

transmission of death on clustering will be tested. 

 

Despite this narrow focus, the intergenerational approach nevertheless has several strengths 

and opportunities:  

(+) The innovative character of this new perspective can lead to a refreshing view on a 

topic that has been on the research agenda for over two decades, but still remains 

largely unknown; 

(+) By comparing mortality risks in two generations the impact of context is largely 

controlled for. Especially temporal effects, such as epidemics or historical events, are 

placed in the background. In contrast, the role of kin is illuminated; 

(+) Where clustering focuses on inequalities between families at a particular moment, 

an intergenerational perspective focuses on the transmission of these inequalities over 

time. By studying how mortality risks are transmitted over time (through generations), 

this perspective can provide a deeper insight in the persistence of inequalities between 

families. 

 

However, there are also important weaknesses and shortcomings: 

(-) The intergenerational transmission of high infant mortality families holds a 

paradox. In the ultimate high mortality family, where all children die at young ages, no 

one survives to form the next generation. The problem lies with the composition of the 

family in the first generation. Family lines in which all children decease at young ages 

die out. In these families there is no next generation, and therefore they cannot be 

studied. In order to avoid this paradox, the study of intergenerational transmission of 

young-age mortality necessarily focuses on families where at least one child survives. 
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For this study, a child in the first generation not only needs to survive until adulthood, 

it needs to have at least one sibling, with a certain risk of dying. Single child families 

cannot be studied either; 

(-) The need for two successive, linked generations places high demands on data 

quality. Only few databases span a large enough time, with sufficient information on 

multiple generations. Also, kin related families need to be linked, so family 

genealogies can be reconstituted. This is not often the case. Also in terms of 

methodology the main research question can be demanding. 

 

Of these two treats, the latter is the most straightforward to avoid, simply by using apt data 

and methodologies. This dissertation makes use of a multi-directional approach, resulting in 

different methodologies allowing to study the same phenomenon from different angles. These 

methods are explained wherever they are applied: in the respective chapters in the third part of 

this dissertation. The data that is mainly used in these chapters is introduced and discussed in 

the second part of this dissertation. 
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The data that is used in this study stems from the 2010 release of the so-called ‘Antwerp 

COR*-database’, or ‘COR*-database’ (Matthijs & Moreels 2010), with the exception of the 

Swedish data in chapter 3.4, which is extracted from the Swedish Demografiska Database 

(housed at Umeå University). The Antwerp COR*-database is a data warehouse containing a 

sample of life courses from the Antwerp district (‘arrondissement’) in the second half of the 

nineteenth century (1846-1910). It contains information on births, marriages, deaths, 

migrations, housing and occupations of over 30.000 individuals, who are followed throughout 

their lives in their household contexts and network of (co-residing) relatives. In the realization 

of this study, a substantial effort went to aiding in the construction of this database. This 

chapter is therefore devoted to the description, the construction, the structure and the 

characteristics of the COR*-database. The Swedish data is used as comparative material only, 

and the database from which it is retrieved is introduced and discussed in chapter 3.4. 

 The information on the COR*-database in this chapter is based on Van Baelen (2007) 

and Matthijs & Moreels (2010), enriched with information from numerous (unpublished) files 

and documents created during the database construction phases, and with personal experience 

based on close involvement in the construction process, from coding pieces of life courses as 

a job student, to assisting in all major phases of the construction of the COR* data warehouse 

as a junior researcher collaborating to the project. All tables, figures and schemes are based on 

the latest release (August 2010). 

 

2.1.1. The Antwerp COR*-database – a brief history 

Belgium is known to possess a high-quality registration of its 19
th

 century population. Up to a 

decade ago this benefit has mainly been derived for the Walloon part of the country, while for 

Flanders the available sources have long been underused. The existing historical demographic 

literature on 19
th

 century Flanders focused mainly on small, rural areas (Neven & Devos 

2001). In response to this one-sided focus in Flemish demographic history, efforts have been 

made to collect vast numbers of (individual-level) historical records, and compile them in 

large and complex historical databases. Doing so, Flemish historians and social scientists are 

following a recent trend in the field of historical demography, a development towards 

hoarding up information on individuals, linking bits and pieces of demographic events to 

individual life courses, connecting life courses of kin, and making those linked life courses 

(publicly) available in rich, easy-to-access data warehouses (Dillon & Roberts 2002; Kok 

2007). 
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 In 2003, a Leuven team of family sociologists from the research group of the Family 

and Population (now: Family and Population Studies) from the Centre of Sociological 

Research at KU Leuven took up the initiative to put Flanders on the map of historical 

demographic databases, enabling a detailed look into the lives of Flanders’ inhabitants in the 

19
th

 century using population register sources and large collections of vital registration 

records. The original goal was to draw a sample for the whole of Flanders, a goal which 

resonates in its former name ‘Demographica Flandria Selecta’, Latin for ‘Demographic 

Sample of Flanders’ (a reference to a Dutch initiative, the Historical Sample of the 

Netherlands, which was founded in 1987). In 2004, a pilot project started covering the 

Antwerp city (see Van Baelen 2007 for the early stages of the database process). This 

municipality was chosen because it contained the largest and fastest growing city in the 

second half of the nineteenth century. If the data collection strategy and record linkage 

procedures receive a positive evaluation in this difficult and challenging context, they 

probably will work in other municipalities as well. Moreover, urban historical demography 

was and still is underrepresented in the field, making the choice for a city, as opposed to (a 

group of) villages, a logical one. For Flanders, most notably Antwerp was lacking in studies 

on its demographic past, so the choice of Antwerp responded to a literature gap in Belgian 

historiography as well. After evaluating and tweaking the procedures of data collection and 

record linkage, large groups of job students were sent out to the State Archives to collect and 

digitize historical records. Gradually, the regional scope expanded. At the public release of 

the database in 2010, the whole of the Antwerp district was covered, consisting of the 

Antwerp city and a total of 62 surrounding towns and villages. 

 

2.1.2. The source materials 

The data in the COR*-database mainly stems from two series of historical source: the 

population registers, and certificates of birth, marriage and death (Belgium’s “vital 

registration records”). This section will give a brief description of both. 

 Belgium was among the very first countries in the world to continuously monitor its 

population on such a detailed level (Poulain 2010). The earliest known example in the western 

world are the Swedish husförhörslängd (Nilsdotter Jeub 1993), household registers 

administered on a parish level (1665, officialized in 1686)
1
. From 1749 onwards, parish 

                                                           
1
 These parish registers are the main source of the Demographic Database, providing the data for some the 

Swedish regions analyzed in chapter 3.4 of this doctoral dissertation. 
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figures, aggregated by the local parish priests, were collected and centralized in order to 

create national figures, the Tabellverket, Swedish population censuses (Sköld 2004). A 

central, national administration compared new aggregates with aggregates of previous years, 

and local parish priests were requested to provide feedback on inconsistencies (and, if 

necessary, instructed to travel to Stockholm to comment on them). This system of 

ecclesiastical or parish registers was temporarily extended to Finland and Estonia, following 

the Swedish occupation of these countries in the second half of the 18
th

 century. Similar 

initiatives were found in the Austrian Empire – by parish – by Maria Theresa in 1753, and in 

the French Republic – by municipality – in 1795 (Poulain 2010). The value of a continuously 

updated source such as the population register, allowing an accurate overview of the 

population at any point in time, was recognized in the First International Statistical Congress 

in 1853. This congress, aimed at bringing uniformity in the national statistics, recommended 

the installation of a population register in every country, an advice that was taken in several – 

but, unfortunately, far from all – countries (Gutmann & van de Walle 1978). 

 The Belgian population register is a highly detailed, longitudinal source of individuals 

in their household context. The population register is preceded by various local initiatives: 

from the beginning of the 19
th

 century onwards many communities started to experiment with 

household registers of some kind. These initiatives were based on an arrest of the French 

occupying government from 1808, which decreed mayors to generate yearly lists of the de 

jure population, recording their arrival and departure from the municipality (Leboutte & 

Obotela 1988). On 15 October 1846, following the young country’s first national population 

census, the Belgian government ordered the installation of a population register in all Belgian 

municipalities. Local authorities based themselves on the returns of the census, which they 

copied in large registers, devoting a double page to each household (Gutmann & van de Walle 

1978). 

 Every household was described as follows (Bracke 2008, also see Piron 1957 for an 

edition of the regulations in 1901): per household, all officially domiciled inhabitants were 

listed: first the head of the household, then his wife, children and other relatives, followed by 

other, non-related members of the household such as servants, farm-hands lodgers, etc. Each 

inhabitant was described by first and last name, place and date of birth, marital status, 

occupation, nationality and date of entry in that house(hold). Later, mostly from the 1900s 

onwards but with examples as early as the 1880s, each individual’s (kin) relationship to the 

head of the household was specified. The registers were continuously updated with new 

entries (births and immigrations), changes in marital status (marriage, divorce) when 
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individuals moved out of the household (crossed out in normal ink) or following deaths 

(crossed out in red ink). Migrations were described more in detail with the place of origin or 

destination, the dates of departure from the old residence and the date of registration in the 

new residence. Registration in a new municipality typically took place up to three days after 

being removed from the register of the old municipality. Migration within a municipality was 

recorded similarly, with references to the pages where old and new household were written 

down. A separate column on the right hand page left room for remarks per individual, such as 

date and place of death, or other notifications such as references to the military register 

(“militieregister”) in case of military service or conscription. This setup allows to literally 

follow individuals from household to household, linking different pages of multiple 

population registers to reconstruct residential histories, and individual life courses. 

 At regular times, by and large every ten years and often following a population census, 

the existing registers were closed, and new ones were opened. It prevented the registers from 

becoming too messy (especially registers where updates were plenty, for example in some 

Antwerp districts with frequent migrations), and established a correct, updated view of the 

population (anticipating inevitable underregistration of migratory movements, see Gutman & 

van de Walle 1978). 

 A second series of sources are the vital registration records, namely certificates of 

births, marriages and deaths (Bruneel & Bruwier 1989; Bracke 2008). For the Belgian 

municipalities, a (civil, as opposed to parish records) registration of vital events was created 

by the French occupiers in 1797, and systematized in 1804. The certificates of birth, marriage 

and death were created by the local officials of the municipality where the event took place. In 

case of a death outside of the community where one was domiciled (for example if one died 

abroad), a transcript of the certificate was made and sent to the municipality of residence. 

Every year, these transcripts were compiled and added as appendices to the register of death 

certificates of that year. 

 

2.1.3. The COR*-sample 

Creating a longitudinal, individual-level database is a meticulous but tedious project. In order 

to make such a project feasible within certain financial and time constraints, many database 

limit themselves to a reasonably small, yet sufficiently large number of life courses. In order 

to cover an area and period as wide as possible, the study population is sampled. 

 The COR*-database is based on a name sample. This means that individuals are 

selected based on their family name. The sample focuses on family names starting with the 
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letter combination C-O-R. The most common examples of such family names are Cornelis, 

Cornelissen, Corremans, Cornelissens and Corluy (see table 2.1.1), but the whole sample 

counts over 700 different COR* family names. Over 270 of them relate to more than one 

individual. The choice for ‘C-O-R’ was not made arbitrarily. After ample evaluation of 

combinations of two and three begin letters, this particular three-letter combination was 

valued the most representative in terms of geographical spread across Flanders and according 

to a number of socio-demographic characteristics, including migratory status, civil status, sex 

and structure of the labour market (Van Baelen 2007). This combination of C, O and R as

   

Table 2.1.1. List of 20 most common COR* family names in the COR* database 

Family name N° of individuals in database 

Cornelis 1132 

Cornelissen 831 

Corremans 699 

Cornelissens 618 

Corluy 558 

Cornet 486 

Coremans 306 

Corbet 268 

Corthout 219 

Corten 211 

Corijnen 175 

Corthals 167 

Corrijnen 158 

Correwijn 138 

Cordon 152 

Corewijn 138 

Corens 122 

Cortebeek 104 

Cormo 92 

Cordemans 92 

 

starting letters for family names is present in other languages as well. Although the 

combination’s representativeness is studied for Dutch (Flemish) family names only, a wide 

variety of international immigrants are sampled as well. Common examples, aside from many 

immigrants from the Netherlands, are France (Cornemuse), Germany (Cornelsen), Prussia 

(Cornesse), Sweden (Corneliusson), Italy (Corradini), etcetera. The international appeal of the 

Antwerp harbor is reflected in a small number of more ‘exotic’ – i.e. non-European – 

nationalities, including families from, among others, the United States (Coronel, a typical 

Jewish name, from New York), French Quebec (Corriveau from Beaumont), the Ottoman 
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Empire (Cori from Smyrna, now Izmir, Cornaro from Constantinople), Brazil (Corvalho from 

Rio de Janeiro), Argentina (Cormon from Buenos Aires), and the Philippine Islands (Corpuz 

from Subic). It is probably no coincidence that many of these places are major international 

port cities. Although not overlooked by the sample strategy, these non-‘Flemish’ families 

cannot be claimed to constitute a representative sample from Antwerp’s international 

community. 

Family names in Belgium are carried over from a father to his children (with the 

exception of children from an unmarried mother, who take on the family name of their mother 

until they are legitimized by marriage of their mother). If only those individuals are sampled 

who have a family name starting with COR*, only male lineages would be selected, which 

would create difficulties for certain studies, such as fertility (and related) research. Therefore 

not only ‘CORs’ were sampled, but also their co-residing kin members. While entering the data 

from the population registers, coders were instructed to scan the registers for CORs, and act 

depending on to the situation they were confronted with. 

 

1. The COR-person is the head of the household, or related to the head of the household. 

In this case, all kin members of the household were selected and entered in the 

database. Unfortunately, non-related household members, such as servants and 

lodgers, were not selected; 

2. The COR-person is not related to the head of the household, but is nonetheless 

domiciled at that address, for example servants, farmhands, lodgers, but also friars and 

nuns in abbeys and cloisters, or even soldiers at army barracks. In this case, only the 

COR-person is entered, as well as the head of the household; 

3. The nature of the relation between the COR-person and the head of the household is 

uncertain. In that case, both the COR-person(s), the head of the household, as well as 

all kin members of the household are selected, as in n° 1. 

 

As for the vital registration, all information on a certificate was entered under the following 

conditions: 

 

1. Birth certificates: either the mother’s or the father’s name starts with COR*. 

Illegitimate children who were later legitimized were entered if either the mother’s, or 

the legitimizing father’s name starts with COR*; 
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2. Marriage certificates: either the bride’s or the groom’s name starts with COR*; 

3. Death certificates: whenever one of the following persons has a family name starting 

with COR*: the deceased individual, or the parents, or the (deceased or divorced) 

partners of the deceased individual. 

  

Sampling on the basis of a surname starting with a certain letter combination is not unique for 

this database, but has several precedents, of which the best known examples are the French 

TRA-database (Dupâquier & Kessler 1992), and the sample of B’s in French-speaking 

populations such as Geneva (Ornstein & Darroch 1978; Schumacher 2010). This is because a 

name sampling strategy offers several advantages. Some of them are related to the process of 

data collection. A name sample requires but a simple selection criterion. Since indices to the 

(Belgian) written sources are not always reliable, collecting name sampled data becomes a 

very straightforward process: every physical volume of every vital registration or population 

register for every municipality in the Antwerp district between 1846 and 1910 was read from 

cover to cover, scanning for ‘CORs’. All bits and pieces of one’s life course were retrieved 

first, and linked together only afterwards. This strategy ensures that individuals who migrate 

within the district are almost always retrieved, in both the register of origin and the register of 

destination, even when the migration movement is not recorded and the link between these 

registers is broken. A name sampling strategy thus maximizes the yield of complete life 

courses. Moreover, the specific combination of C, O and R only leads to very few spelling 

ambiguities (a detailed analysis is given in Van Baelen 2007: 8-12), ensuring sampling of the 

correct individuals and reducing the amount of selected ‘false positives’ and neglected ‘false 

negatives’. A name sample also has major consequences for the research questions that can be 

asked. A sample of certain surnames results in an overrepresentation of people sharing the 

same surname, and consequently an overrepresentation of kin ties, and of complete families. 

Individuals in the COR* database are more likely to be related to one another than in other 

databases. This makes a database constructed using a name sampling strategy an ideal starting 

base for studying family networks and kin relations, allowing both intergenerational and 

intragenerational approaches. A name sampling setup is thus well fit to answer research 

questions such as the ones in this dissertation. Name sampling unfortunately also leads to 

additional complexities for research. This is related to the fact that a name sample is not a 

random sample: the individuals in the COR*-database are not chosen at random, but selected 

on the basis of their name. Individuals with the same family name are therefore not 
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independently selected. Given that this independence is a strict requirement for many 

statistical techniques, studying the CORs on an individual level requires the use of more 

complicated, advanced statistical modelling. Fortunately, recent advances in (social science) 

methodology, for example the introduction of and growing familiarity with multilevel models 

in demographic research, lower the methodological threshold for correct analyses with this 

database.  

 

2.1.4. Collecting the data  

In the first phase of the database construction, the data needs to be traced in the sources and 

digitized. Both population registers and vital registration records were consulted. While the 

population registers provide information one a piece of one’s life course, the vital registration 

records allows to control and correct inaccurate or incomplete data, such as dates, and also 

allows to trace individuals who were never entered in the population registers, such as 

stillbirths. 

The original population registers were found in the various municipal archival depots 

of the Antwerp district, ranging from modern, well-equipped archives to remote lockers in a 

city hall. In many cases the registers were microfilmed by members of the Church of Jesus 

Christ of Latter Day Saints (Mormon church), who gifted a copy to the State Archives. These 

copies reside at the Provincial State Archives of Antwerp and Beveren. To facilitate an easy 

co-ordination of the Antwerp data collection process from Leuven, single-use copies of the 

microfilms were ordered directly from the Mormon repository in Salt Lake City (Utah). If no 

microfilms were available, the original sources were searched for in the local municipalities, 

and digital photographs were taken of all relevant pages in the documents. The population 

registers are a rarely consulted, well preserved source, and the condition and overall quality of 

the physical sources was good to excellent in almost all communities of the Antwerp district. 

One major exception is the town of Merksem, whose collection of population registers was 

burnt by bombing raids on Antwerp near the end of the Second World War. This gap can 

partly be covered using the vital registration records, which was saved. As for the vital 

registration, all certificates of the municipalities in the Antwerp district within the temporal 

scope of the database are already digitized by members of the Mormon Church. They were 

consulted on microfilms. 

Digitization of the selected data was done using Microsoft Access: handwritten data 

was entered in Access forms. These forms contained strict rules on the information that could 

be entered. This streamlined the information inflow, reducing the risk of errors. In total, 
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56.386 pieces of individuals’ life courses were entered from the population registers, 

supplemented with 6.982 birth certificates, 2.118 marriage certificates and 5.597 death 

certificates (see Matthijs & Moreels 2010 for more detailed figures). 

 

2.1.5. From data entries to linked life courses: constructing a longitudinal database 

After a large number of parts of individual life courses were collected, these pieces needed to 

be ordered, linked together and supplemented with vital registration data to form 

reconstructed life courses. This was done in three major steps. In a first step all pieces were 

matched in pairs, and those pairs that potentially referred to the same life course were 

retained. Potential pairs were selected based on four main parameters: first name, last name, 

place and date of birth. These four parameters are available in every population register, and 

on every vital registration record. In a second step these ‘potential’ pairs were evaluated on a 

semi-automated basis. In a third step unique individual identification numbers were assigned, 

so that each piece that refers to the life course of the same individual received the same 

identification number.  

 

Figure 2.1.1. Phased record linkage of the Antwerp COR*-database 
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The nominal record linkage (Desama 1991) was done in several phases, see figure 2.1.1. First 

the population registers were linked together, in a first phase for the city of Antwerp, in a 

second for its contemporary suburbs, and in a third for the remaining municipalities in the 

district. In a fourth and final phase all vital registration data from the Antwerp district was 

linked to the life courses reconstructed in the first three phases. After every phase, starting 

from the second, the newly reconstructed life courses were compared to those reconstructed in 

earlier phases, and supplemented if necessary. With every new phase a new wealth of 

information became available, allowing to control and, if applicable, correct links that were 

established or denied before. Step by step life courses were constructed, first within each part 

of the district, then between the different parts of the district. After a number of beta releases 

in the summer of 2009 and in February 2010, the end product was released and made 

available for research in August 2010. 

 

2.1.5.1. Data cleaning 

In order to maximize the number of potential pairs, three of the four main variables on which 

pairs were selected, first and last name an place of birth, were standardized. The reasoning 

behind this step is that these textual variables are prone to variation in spelling. By 

standardizing them we aim to eliminate changes in the way names were written, or variations 

due to reading or typing errors while entering the data. In data warehousing this step is known 

as ‘data cleaning’. 

 First names in 19
th

 century Flanders are often derived from the Latin names of 

Catholic saints. After testing different strategies, first names were ‘cleaned’ by replacing them 

with their Latin variant. This operation eliminated spelling inconsistencies (Jacob versus 

Jakob, Joanna versus Johanna), differences between formal and every-day life names 

(Guilielmus versus Willem, Elisabeth versus Liesbeth) and language variants (Petrus versus 

Pierre, Julia versus Giulia). 

 Last names were standardized using a set of 23 simple rules (see also Van Bavel 

2002), taking into account common Dutch pronunciation and spelling variations, so ‘ph’ 

became ‘f’, ‘y’ and ‘ey’ became ‘ij’, etcetera.  

 Places of birth were converted to numerical codes. Belgian municipalities received a 

5-digit standard municipality code provided by the National Institute of Statistics. Foreign 

municipalities were given 8-digit codes, where the first four digits refer to the country, and the 

last four digits to the municipality within that country. 
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 To facilitate research with the database, all other variables were cleaned as well. Dates 

were standardized, and conflicting dates corrected. All occupational titles were supplemented 

with a set of codes referring to the Historical International Standard for the Classification of 

Occupations (HISCO, see Van Leeuwen, Maas & Miles 2002), allowing for an easy 

transformation to HISCO-based classification schemes for social classes. 

 

2.1.5.2. Nominal record linkage 

After cleaning the main variables for nominal record linkage, potential pairs of life course 

pieces were selected. All pairs showing large resemblance in first and last name and place and 

date of birth were selected as potential pairs. Resemblance in dates was translated into a 

difference of maximum two full years between dates, or one different digit in the year. 

Resemblance in names was measured using a Dutch adaptation of the Guth algorithm (Guth 

1976), which gives a numerical score to the difference between two names based on 

similarities in the presence of certain letters. Potential pairs were selected on the basis of a set 

of 13 rules, gradually allowing differences in one or more of the four parameters. Some of 

these rules specifically focus on legitimized children, who have completely different family 

names at birth as compared to after their legitimization, while others are afterwards tightened 

by ignoring the extremely common first name ‘Maria’ (which is part of the first name in 44 

per cent of all sampled women), or when the place of birth was the city of Antwerp (which is 

the case for 38 per cent of all sampled individuals).  

 The potential pairs are evaluated using semi-automated record linkage, i.e. a 

combination of computerized and manual decisions. First, a ‘matching score’ is calculated for 

each pair. The score measures ‘resemblance’ in the four parameters, weighing each parameter 

(a match between rare family names gets a higher score than a match between a very common 

family name). The higher the score, the larger the resemblance. Very low scores and very 

high scores are automatically evaluated as negative matches (do not link) and positive 

matches (link), respectively. The remaining pairs from the ‘grey zone’, the pairs with match 

scores between the cut-off points, are evaluated manually. To facilitate manual evaluation 

additional information is involved, such as the household context, occupation, place of 

residence, etcetera. The more records are linked already, the easier decisions in the manual 

evaluation process can be taken. Afterwards, many control operations are run, specifically 

aiming at detecting potential mistakes in both the manual and the automated link decisions. 

For example, one of these operations checks for twins, which score identical matches on three 

of the four parameters, except first name. 
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 Once all pairs are evaluated, identification numbers are assigned to identify every 

piece as a part of an individual life course. These identification numbers are the key element 

in the database, allowing to link all possible information to the right individual. 

 

2.1.5.3. Check with vital registration  

The vital registration records were linked to the population register data in a similar way, 

supplementing the reconstructed life courses with information from the birth, marriage and 

death certificates. A reliability check on the life courses was done using the registers of birth 

and death. Where necessary, dates were corrected, faulty links were broken, and new links 

were established. 

 The vital registration records pointed to several individuals who were never recorded 

in the population registers. In most cases they are children who died at, or very soon after 

birth, and never made it into the population register. However, both for mortality and fertility 

studies it is crucial that they are sampled. For this reason these children were also assigned 

unique individual identification numbers, and treated as any other sampled individual in the 

database. 

 

2.1.6. Structure of the database 

After all sampled life courses were reconstructed and labelled using identification numbers, 

all information was structured in the database. The final database structure consists of several 

main tables, reflecting the original source material (figure 2.1.2). 

Four tables refer to the population register: three tables for the individuals’ context, the 

houses and the demographic events, and one residential history table linking individuals with 

the houses. Three tables refer to the vital registration records: one for the birth certificates, 

one for the marriage certificates, and one for the death certificates. Stillbirths, which are 

registered in the death certificates, but do not have a birth certificate, were separated from the 

death certificate table and added to the birth certificate table to facilitate fertility analyses. 

 Central in the database structure is a table containing ‘fixed information’. It gathers the 

most vital, invariable information of all individuals (hence ‘fixed’), and therefore is the 

starting point for almost all research questions. This table functions as a vital backbone 

defining the life course, while the other tables supplement it with all kinds of other 

information. Every individual in the COR*-database has its own line in the ‘fixed information’ 

table. Next to the identification number this table holds information on the name of the 

individual, sex, date and place of birth, date and place of death, whether or not the individual 
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was born as a twin, whether or not the individual was stillborn. Illegitimate children, whose 

family name changes when legitimized, have a combination of two family names separated 

with GEW, a Dutch abbreviation for legitimized (e.g.: PeetersGEWCornelissen, meaning at 

birth the mother, named Peeters, was unmarried, but later married someone named 

Cornelissen). 

 

 

Figure 2.1.2. Structure of the COR*-database (2010 release) 

 

 

A key element in the table ‘fixed information’ are variables for both father and mother. 

Whenever a parent of an individual is sampled as well, the identification number of the parent 

is entered here, on that individual’s line. These variables allow to link someone with his or her 

parents, who have a line of their own somewhere down the table. The table ‘fixed 

information’ is not only the vital backbone of the database, because it holds the vital 

information of all individuals. It is also the spine for intergenerational research, linking 

sampled individuals between generations. 
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The above general structure allows to extract data for a wide variety of research 

questions. For this doctoral dissertation, three different data sets were retrieved:  

(1) intergenerationally traceable families along the maternal line, used in chapter 3.1 and 3.4; 

(2) children with traceable infancy of aunts and uncles on the maternal side (chapter 3.2); and 

(3) children with traceable infancy of aunts and uncles on the paternal side (chapter 3.3). 

More detailed information is given in the respective chapters. 
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A BRIEF HISTORICAL DESCRIPTION 

OF THE 19
TH
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2.2.1. The sample area 

The data that is used in this study not only covers the city of Antwerp, but also some suburb 

municipalities and the surrounding countryside area, together forming the Antwerp district 

(‘arrondissement’). Three districts, the Antwerp one, the district of Turnhout to the east and 

the district of Mechlin (Mechelen) to the south, together form the province of Antwerp. 

Wherever referring to ‘Antwerp’ in this dissertation, the district of Antwerp is meant, unless 

specified otherwise. 

 

Figure 2.2.1. Municipalities in the Antwerp district around 1900
2
 

 

 

                                                           
2
 Numbers 61 and 62, referring to Zwijndrecht and Burcht respectively, were not part of the Antwerp district 

until 1923. Since the COR*-database samples the area of the present-day district, these communities on the left 

bank of the Scheldt river are included as well. 
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Legend of figure 2.2.1 (all municipality names in Dutch) 

1. Antwerpen 

2. Hoboken** 

3. Wilrijk** 

4. Berchem** 

5. Borgerhout** 

6. Deurne** 

7. Merksem** 

8. Ekeren** 

9. Oosterweel** 

10. Wilmarsdonk** 

11. Oorderen** 

12. Lillo** 

13. Berendrecht** 

14. Zandvliet** 

15. Stabroek 

16. Hoevenen 

17. Kapellen 

18. Kalmthout 

19. Essen 

20. Wuustwezel 

21. Loenhout 

22. Brasschaat 

23. Brecht 

24. Sint-Lenaarts 

25. Sint-Job-in-‘t-Goor 

26. Schoten 

27. ‘s-Gravenwezel 

28. Schilde 

29. Westmalle 

30. Oostmalle 

31. Zoersel 

32. Halle 

33. Massenhoven 

34. Zandhoven 

35. Pulderbos 

36. Pulle 

37. Viersel 

38. Oelegem 

39. Broechem 

40. Emblem 

41. Ranst 

42. Wommelgem 

43. Wijnegem 

44. Borsbeek 

45. Vremde 

46. Boechout 

47. Mortsel 

48. Edegem 

49. Hove 

50. Lint 

51. Kontich 

52. Waarloos 

53. Rumst 

54. Terhagen 

55. Reet 

56. Boom 

57. Niel 

58. Schelle 

59. Aartselaar 

60. Hemiksem 

61. Zwijndrecht 

62. Burcht 

** Municipality’s area currently belongs to the Antwerp city, and data was therefore collected in the Antwerp 

city archives during the phase ‘Antwerp suburbs (& polder villages)’. 

 

In the 19
th

 century the sampled district consisted of 60 (+ 2) municipalities (see figure 2.2.1), 

not counting Zwijndrecht and Burcht. Some of these municipalities are founded during the 

19
th

 century, for example Sint-Lenaarts (1846), Lint (1869), Hoevenen (re-founded in 1865) 

or Terhagen (1874). In these cases the communities already existed before, but their 

population was counted together with that of a neighbouring municipality. Other 

communities, such as the polder villages (examples are Oosterweel, Wilmarsdonk, Oorderen, 

Lillo) have been absorbed by the city of Antwerp or its expanding port area. In some cases the 

local population was even forced to move to make space for the harbour activities, although 

this did not happen until after the period studied in this dissertation. The whole district area is 

not larger than 1.000 square kilometres, but with over 500.000 inhabitants in 1900 it is a very 

densely populated one (Hasquin & Van Uytven & Duvosquel 1980; Vrielinck 2000). 
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2.2.2. The city of Antwerp – a socio-economic transformation 

During the period under investigation Antwerp is a city that underwent dramatic transitions. 

By the turn of the 18
th

 into the 19
th

 century Antwerp has lost much of its former glory, and is 

probably best described as a regional textile centre with a moderate port activity. The local 

textile industry was at danger of collapsing due to warfare, tense international relations and 

lack of investments. Antwerp’s textile activities were no match for competitive, 

industrializing textile centres such as the nearby Ghent or the English regions. Replacement 

by the relatively new cotton industry, followed by the production of linen, both failed to 

revive the local economy and were granted but a short life. Only luxury goods (lace, 

embroidery) were moderately successful in their struggle for survival (Thijs 1987; Winter 

2009).  

During the French occupation, Napoleon realized the important (military) strategic 

location of the city and invested heavily in the expansion and modernisation of the port 

infrastructure. His investments paid off later on, when the successive Dutch (1815-1830) and 

Belgian governments (1830 onwards) profited from the modernized infrastructure and 

stimulated the expansion of Antwerp’s commercial activities. A good business climate and 

competition from neighbouring ports, along with a continuous industrialization in Belgium, 

the rapid transformation of the Rhine district (Germany) and the invasion of European 

markets with cheap foreign grain indirectly stimulated the port activities. The expansion of 

the railway system promoted these market opportunities even more. From the second third of 

the nineteenth century onwards, the city underwent a rapid economic transformation, and its 

harbour developed into a dynamic, international port. The concentration of economic activity, 

together with rising employment in the port and a strong population growth created a 

favourable environment for the establishment of various industrial activities. In 1896, more 

than 35 % of industrial employment in the province of Antwerp was located in the port city 

itself, and more than two thirds was established in the vicinity of the city of Antwerp 

(Jeuninckx 1964; Veraghtert 1986; Loyen 2003; Loyen, Buyst & Devos 2003; Van Klink 

2003; Asaert 2007a; Winter 2009).  

The transformation of Antwerp as a port and service centre thoroughly changed the 

labour market. Irregular employment in the port, and the demand for workers with good 

physical strength and endurance made that unemployed textile workers often could not 

(because of an inappropriate stature) or would not (because of pride for its own textile 

industry) work in the Antwerp port. This turned Antwerp into an attraction pole for a steady 
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stream of (mainly male) immigrants, a majority of which stemmed from the surrounding 

countryside area (the Antwerp district). These immigrants easily found their way towards jobs 

as day labourer, loading and unloading ships. They grouped themselves by common origin, 

and were organized in various protective ‘naties’ (labour unions of some kind), further 

denying local unskilled textile workers’ access to the port’s economic activities. The typically 

female work opportunities as cotton spinner or, to a lesser degree, lace maker became 

increasingly scarce as well. An increasing number of women practiced a job in the informal 

service sector, often linked to one of the port activities (e.g. fish seller, hawker, etc.), creating 

opportunities for a new generation of lower middle class (Van Isacker 1966; Lis 1986; 

Veraghtert 1986; Vanfraechem 2005; Asaert 2007b; Winter 2009). 

The large and continuous migrant influx resulted in an enormous boost of the 

population. This explosive population growth had a strong impact on the social life of the 

Antwerp inhabitants. Fluctuations in rents and the shortage on the local housing market forced 

the poor into the overcrowded streets and slums and increased the appeals for public charity 

(Hannes & Lis 1969; Lis 1969; 1986; Vercauteren 2001; Winter 2008; 2009). Thousands of 

immigrants who were looking for new employment opportunities in Antwerp were often 

confronted with housing, hygiene and integration problems (Lampo 2002; Asaert 2007b; Van 

Houtven 2008). During the last decades of the 19
th

 century, these problems were even 

strengthened by the transit of more than one million European Red Star Line customers, who 

used Antwerp as a gateway for their one-way ticket to the 'New World' (Veraghtert 1986; 

Vervoort 2005; Asaert 2007c). 

As a result of these economic and social changes, the city of Antwerp faced a chronic 

lack of space for both the port and urban development during the 19th century. The expansion 

of the port (with the construction of new docks), the straightening of the Scheldt river banks, 

and the gradual demolition of the 16
th

 century city walls (1859-1881) offered a solution to the 

increasing population pressure in Antwerp (De Kesel 1964; Veraghtert 1986; De Caigny 

2000; Blomme 2003; Devos 2003; Asaert 2007b). Following this urban expansion, from the 

mid-19th century onwards efforts in public infrastructure were intensified, leading to the 

development of transport, water, electricity and gas supplies, and sewers. The city ordered the 

construction of schools, a second hospital (the Stuyvenberg hospital in 1872-1873), an 

orphanage (1876), but also police and fire stations (Bertels 2011). 

 

 

 



45 
 

2.2.3. Socio-demographic developments in the Antwerp district 

Antwerp’s economic transformation from an industrial decline to a commercial revival went 

hand in hand with a strong demographic expansion. From about 55.000 inhabitants at the start 

of the 19
th

 century, the Antwerp population steadily increased during the following decades. 

At the time of the 1846 census, more than 88.000 people were de facto (i.e. presence-based) 

living in the city. During the period 1846-1900, the demographic context changed even more 

dramatically. According the 1900 census, its de jure (i.e. residence-based) population 

amounted almost 273.000 inhabitants. The annual average growth rate rose from 0,7 per cent 

in 1801-1810, over 1,6 per cent in 1847-1856, to 2,1 per cent in 1891-1900. Between 1867 

and 1890 the annual growth rate even rose beyond 3 per cent (Kruithof 1964). Soon, Antwerp 

surpassed Brussels and became the biggest, and fastest growing city of Belgium (see figure 

2.2.2). 

 

Figure 2.2.2. Evolution of the total population in Belgium’s four largest cities, 1846-1900
3
 

 

Source: Recensement général de la population Belgique, 1846, 1856, 1866, 1880, 1890, 1900; Vrielinck 2000 

 

Antwerp’s expansion stimulated the urbanization process in the communities in its immediate 

surroundings, most notably Berchem, Borgerhout, Deurne, Hoboken and Merksem (see figure 

                                                           
3
 The figures from the 1846 and 1856 census are based on the de facto population, and are not fully comparable 

with the figures from the censuses of 1866 onwards, which represent the de jure population. 
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2.2.1 for their geographical localization). The strongest transformation took place in 

Borgerhout, which evolved into a flourishing commercial centre, profiting from its location 

along a vital trade axis with Antwerp’s hinterland (the ‘Turnhoutsebaan’). Between 1846 and 

1900 its population increased sevenfold (5.347 to 37.693 inhabitants). The demolition of the 

Antwerp city walls expanded the local housing market to the nearby Berchem and Deurne. 

After 1880 these communities became increasingly attractive for immigrants heading for 

Antwerp. In only three decades (1880-1910) the population in Deurne more than doubled 

(5.252 to 12.318) and the population in Berchem more than tripled (9.348 to 30.274). 

Merksem, due to its favourable location directly east of the most important dock areas, 

provided housing for Antwerp’s dockworkers: its population almost tripled between 1876 and 

1900 (4.307 to 11.648). Hoboken’s population growth (3.410 in 1876 to 10.202 in 1900) was 

boosted by an individual act. Unable to meet the demands for increasingly large vessels 

because of space limitations in the northern dock area, in 1873 John Cockerill decided to 

move his famous Cockerill Ship Yard company south of the Antwerp city, to Hoboken. In one 

blow the rural village was led into industrialization, attracting many labour migrants. Also 

Wilrijk and Ekeren provided housing for Antwerp’s port labourers, but only to a lesser extent. 

The suburbanization process in these municipalities was so distinct that in 1910 visiting 

British commissioners, studying the ‘cost of living’ in Antwerp, wrote that “it seems 

problable that [these suburb villages], to which the street tramways run, will be incorporated 

with the main city at some near date” (Cost of Living 2010). 

 

Figure 2.2.3. Evolution of the total population in the Antwerp district, 1846-1900 

 

Source: Recensement général de la population Belgique, 1846, 1856, 1866, 1880, 1890, 1900 
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The other municipalities in the Antwerp immediate area – Berendrecht, Oosterweel, 

Oorderen, Wilmarsdonk, Zandvliet and Lillo – preserved their rural character. These polder 

villages, flooded plains and marshes on the banks of the Scheldt, housed an endemic form of 

malaria. They never attracted many immigrants, despite the efforts to balance bad living 

conditions with increased wages and lower rents. The 19
th

 century economic and demographic 

transformations in the immediate Antwerp area passed over these villages. In the second 

quarter of the nineteenth century these villages were absorbed by the expanding harbour 

infrastructure, and ceased to exist (Dierickx 1954; Hannes & Soetewey-Campers 1969; 

Hasquin, Van Uytven & Duvosquel 1980; Veraghtert 1986; Vrielinck 2000; Devos 2006). 

Population growth was less strong in the other villages in the Antwerp district. The 

majority of them kept their rural character. In some villages, such as Niel or Boom, the 

industrial activity in the local brickyards boomed as supplier of building materials for 

Belgium’s factories, and these rural centres developed into small towns. In the second half of 

the nineteenth century, the population of the rural district increased from 84.858 to 143.225 

inhabitants. The relative importance of the population in these villages in the totality of the 

whole district reduced from about 37 per cent in 1846 to less than 25 per cent (Hasquin, Van 

Uytven & Devosquel 1980; Vrielinck 2000). 

 

2.2.4. Antwerp – a population in transition 

A closer look at the migratory and natural increase for the Antwerp city provides detailed 

information on the mechanisms of its population growth (see figure 2.2.4). The demographic 

expansion in the city of Antwerp was strongly influenced by immigration. The migration 

balance was positive and indicates a continuous, mostly male immigration to the city. On 

average, the net migration rate (immigration minus emigration) increased from roughly 7 to 

15 per 1.000 during the 19th century. At the start of the century, about 22 per cent of the 

migrant stock-population was not born in the city of Antwerp. In the course of the 19
th

 

century this proportion amounted 43 per cent. In 1900, half of the foreign migrant population 

originated from the Netherlands, mostly from the nearby provinces of Zealand, North-Brabant 

and Limburg, and a fourth were Germans (Kruithof 1964; Lis 1986; Winter 2009; Sanderson 

& Eggerickx 2010). 

The numbers of births and deaths indicate an upward trend in the rate of natural 

increase. The crude birth rates are quite high during the first half of the 19th century (average 

of 35). After increasing during 1871-1880 (birth rate of 40), the birth rate declined around 

1885, and fell back to its former level or 35 in 1890, a decline which is continued towards the  
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Figure 2.2.4. Population growth in the city of Antwerp, 1840-1900
4
 

 

Source: Antwerp City Reports; vital registration records.  

 

turn of the century (Lesthaeghe 1977). This temporary increase here in birth rates, right before 

the decline of fertility – in Antwerp increased birth rates in the period 1870-1885 – is a sign of 

the so-called ‘ski jump’ fertility (Van de Walle 1974; Dyson and Murphy 1985; a detailed 

elaboration in the Antwerp context is found in Moreels & Vandezande 2012). The crude death 

rates remained high throughout most of the nineteenth century, fluctuating on average 

between 27 and 30 between 1800 and 1880, but showing some peaks of extremely high crisis 

mortality. As visible in the figure, epidemics hit the Antwerp population on a regular basis, 

most notably in 1849 (cholera), 1859 (cholera and ‘marsh fever’, very likely an uprise of 

endemic malaria) and an all-time high in 1866 (severe cholera outbreak). There are some 

smaller peaks in 1870-71, 1874 and 1880-81 (smallpox). Measles (1862, 1864, 1871, 1879-

1880, 1890, 1892, 1893) and to a lesser extent also scarlet fever (1862-1864, 1870) make 

frequent victims under Antwerp’s young children (an overview in Kruithof 1864:524-525). 

Despite these epidemic outbreaks, the city’s crude death rates start to decline around 1875.  

Contrary to the decline in overall mortality rates, infant mortality on a national level 

remained high for another two-and-a-half decades. Unfortunately, there is no easy access to 

                                                           
4
 Figures on immigration and emigration are absent in this figure for the period 1890-1900. 

0

10

20

30

40

50

60

-2500

-1500

-500

500

1500

2500

3500

4500

5500

6500

7500

N
u

m
b

er p
er 1

.0
0

0
 in

h
a

b
ita

n
ts 

P
o

p
u

la
ti

o
n

 g
ro

w
th

 

Natural increase
Migratory increase
Crude birth rate
Crude mortality rate



49 
 

detailed figures of infant mortality for the city of Antwerp, or even the district of Antwerp, for 

several consecutive periods.  

Throughout the 19
th

 century Belgian infant mortality remained somewhat constant on 

the fairly high level of about 165 infant deaths per 1.000 live births During the 1870’s there 

was even a temporary increase to about 180 infant deaths per 1.000 live births. Belgian infant 

mortality in the 19
th

 century was absent from any major evolution, and the irreversible decline 

did not start until after 1900 (Lesthaeghe 1977; Poulain & Tabutin 1977; Hofstee 1983; 

Lesthaeghe 1983; Masuy-Stroobant 1983; Vallin 1991; Chesnais 2000; Debuisson 2001). In 

the Antwerp district this increase seems to be even higher, given the level of 197 in 1890, and 

186 in 1900 (Lesthaeghe 1977). Contemporaries expressed their concerns on the high 

mortality among Belgian infants. A systematic study by Jacquart (1907, summarized in 

Lesthaeghe 1977) related the high figures to a number of factors: (1) the decrease, or lack, of 

lactation, due to the high labour participation of women, which led mothers to leave their 

children with neighbours, grandparents or other mothers; (2) the widespread use of poppy 

heads or opiate syrup to keep crying infants and children quiet; and (3) the pollution of 

drinking water in urban centres by industrial (e.g. retting of flax) or organic waste, and in the 

alluvial polders by pollution of the local artificial wells. These explanations may hold in the 

areas studied by Jacquart, the provinces of Western Flanders and Eastern Flanders, but it is 

not clear to what extent they are valid explanations for Antwerp.  
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3.1.0. Abstract 

In quest to unravel the diffusion and mechanisms of long-term fertility change, there is a 

growing body of literature on the intergenerational transmission of reproductive behaviour. 

Several reproductive traits have already been studied in an intergenerational dimension, but 

the impact of infant deaths and their clustering within families on these intergenerational 

mechanisms of reproduction has been overlooked. This paper explores the continuity of infant 

deaths between successive generations. Data stems from the COR*-database, a longitudinal 

multigenerational life course dataset covering the larger Antwerp area in the second half of 

the 19
th

 century. We use the family as main unit of analysis, a perspective that proves a 

worthy alternative to that of the individual child. 

 

 

Keywords: infant mortality – death clustering – intergenerational transmission – family 

effects 

 

 

3.1.1. Introduction 

One of the current aims of the study of human reproduction is to unravel mechanisms of an 

intergenerational transmission of reproductive behaviour (Bittles, Murphy & Reher, 2008; 

Murphy, 1999). A better understanding of these mechanisms will help to grasp how long-term 

change in fertility took place. Several aspects of reproduction have already received attention, 

such as age at entry to marriage (Van Bavel & Kok, 2009; Van Poppel, Monden & 

Mandemakers, 2008), the interval between marriage and first birth (Desjardins, Bideau, Heyer 

& Brunet, 1991), family size (Preston, 1976), the number of surviving children and the length 

of the reproductive period (Reher, Ortega & Sanz-Gimeno, 2008), and a combination of these, 

summarized as ‘patterns of fertility timing’ (Anderton, Tsuya, Bean & Mineau, 1987). An 

element yet barely touched upon is the intergenerational transmission of young age mortality. 

However, just as young age mortality is key to understanding fertility patterns – e.g. in crude 

versus net parity, or in the timing of subsequent births (see e.g. Preston, 1978) – the 

transmission of mortality risks from one generation to the next likewise is essential for the 

study of the intergenerational transmission of reproductive behaviour. The effect of a potential 

transmission of mortality risks can be thought of in many ways. For example, a woman’s 

number of surviving children might reflect that of her mother because of an intergenerational 
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transmission of fertility decisions, leading both women to target similar family sizes (Reher et 

al. 2008). However, the number of surviving children in both generations is also influenced by 

the number of children lost in these two generations. Also, both mothers and their daughters 

might give birth to their respective children at fast paced rates, leading to short birth intervals, 

because neither of them breastfeeds intensively, a practice that hence could be assumed to be 

an intergenerational continuity. However, short birth intervals can equally likely result from a 

shared tendency of both mother and daughter to lose their infants soon after birth, instantly 

ceasing breastfeeding and leading to a shorter interval to the next birth. Intergenerational 

mechanisms of fertility are influenced – and in some occasions perhaps even caused – by an 

intergenerational transmission of infant (and child mortality). In this paper we aim towards 

filling this gap in the literature by describing the continuity of infant deaths between 

successive generations. 

 

3.1.2. Infant mortality from a familial perspective 

In the recent literature on young age mortality, quite some attention has been devoted to the 

perspective of the family. Deaths at young ages, and infant deaths in particular, seem to 

cluster in a rather limited number of families. This unequal spread of infant and child is 

known as ‘death clustering’ (Das Gupta 1990).  

There is no consensus on the underlying causes for death clustering, and a diverse set 

of explanations has been put forward. Das Gupta, who studied the phenomenon in a 

contemporary context in Punjab, argued that clustering is caused by the basic abilities and 

personal characteristics of the mother, independently from her education or the household 

income. According to Guo (1993), who studied infant mortality in Guatemala, the effect of 

parental competence as it is described by Das Gupta must not be overstated. Genetic factors, 

he argues, probably play a role as well, although they prove difficult to measure. Ronsmans 

(1995) extended the discussion with a family’s strategy and ability to cope with crises, for 

example food shortages in present day Kenya.  

Several historical studies have found evidence of clustering as well. While searching 

for explanations on the level of the family, quite some studies have emphasized the role of a 

mother in the loss of her infants. Brändström (1988) has suggested that female labour 

conditions, combined with inadequate breastfeeding patterns, can explain strong patterns of 

clustering in Nedertorneå and Jokkmokk, northern Swedish parishes with very high levels of 

infant mortality. Recently the importance of female labour participation was reaffirmed by 

Janssens and Pelzer (2012) for some 19
th

 century Dutch textile towns. She found this effect to 
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be of greater importance than the social position of the father. Millward and Bell (2001) 

investigated the role of the mother’s health in both the unequal spread and long-term decline 

of infant mortality in 19
th

 century Britain. Yet others, for example Reid (2001) in England, 

have pointed out a mother’s birth history, reasoning that multiple (difficult) deliveries wear 

down a mother’s health, and the survival chances of the subsequent births. In many of these 

studies it has been suggested that our understanding of young age mortality might improve if 

it was studied from the perspective of the mother (or the family), instead of that of the 

individual child. One possible way of doing this is focusing on mothers that lose a 

disproportionate amount of their infants, or so-called ‘high risk families’ (Edvinsson, 

Brändström, Rogers & Broström 2005). 

In this paper we investigated whether or not a mother is prone to lose her children 

during infancy. We predicted a mother’s risk to lose infants using the proportion of infants 

lost in the previous generation, i.e. the family in which a mother was raised as a child. If this 

proportion is high, we wanted to know if that affects the survival chances of a mother’s own 

children. Conversely, if this proportion is low, we wanted to assess whether a mother 

succeeds more often in keeping her infants alive. 

 

3.1.3. Infant mortality risks inherited through successive generations 

Differences in infant mortality result from a mix of determinants (Mosley & Chen 1984). 

Some children are biologically weaker at birth, others have genetic disorders or weaknesses 

and yet others suffer from complications during delivery. These endogenous factors can exist 

aside from, or are at interplay with exogenous determinants, such as environmental, social, 

socio-economic and cultural differences (Lalou 1997; Smith 1991; Van Poppel & 

Mandemakers 1997). Environmental differences result from, among others, the availability of 

and access to clean water, crowding and hygiene in the direct area of the residence, disease 

environment, availability of public health infrastructure such as sewers, hospitals, nursing 

homes, etcetera (Van Poppel & Van der Heijden 1997). Environmental differences interact 

with social differences, for example by means of residential segregation by wealth and social 

class (Smith 1991). Within regions mortality levels differ according to differences in socio-

economic positions, income, wealth, education and reading ability of the parents, but also 

depend on culture, in the definition of a complex set of values and norms shaping childcare 

practices (breastfeeding, hygiene practices) and fertility decisions (such as when to start 

reproduction, how many children to give birth to, and how much to spread out these births), 
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either as a set of societal norms (e.g. influenced by religion), or as part of a familial tradition 

(Van Poppel & Mandemakers 1997).  

If mortality differences persist from one generation to the next, it is because the 

determinants that cause these differences (see above) persist through generations as well. 

Environmental effects, for example, can persist through time, causing differentials in infant 

mortality due to these effects to persist from one generation into the next. In that case, 

families residing in the same location for multiple generations are prone to the same 

environment, leading to a continuity in mortality risks from one generation to the next. Also 

the socio-economic context is often transmitted over successive generations, for example 

when intergenerational social mobility is limited (Grusky, 1983). Values and norms might be 

socialized in a family context, e.g. from parents to their children. The age at first marriage, for 

example, which is an indicator for the onset of the reproductive period, seems to be 

transmitted from mother to daughter, especially in groups with strong social control 

mechanisms (Van Bavel & Kok, 2009; Van Poppel, Monden & Mandemakers, 2008). 

Similarly, values and norms related to childcare (intensive weaning, washing hands, diluting 

cow milk with unboiled, contaminated water, etcetera) are socialized from mother to 

daughter, especially in pre-transitional contexts. Lastly, children also inherit genes and 

biological weaknesses from their parents. In this paper, we try to get an insight into the 

mechanisms of intergenerational continuities in infant mortality risks by separating out 

environmental influences, socio-economic differences, and norms and attitudes towards 

fertility behaviour. 

 

3.1.4. Data and context: intergenerationally traceable CORs 

This study is based on information from the Belgian birth and death records (Akten der 

Burgerlijke Stand), and from the Belgian population registers (Bevolkingsregisters). The latter 

are a municipal source in which all inhabitants of the community are registered by household. 

Along with the address, the members of the household, and their mutual kin relationship, the 

registers compile information on individual characteristics, such as birth place and date, civil 

status, occupation, migration to or out of the household, and place and date of decease 

(Gutmann & Van de Walle 1978; Leboutte & Obotela 1988). Although the registers are 

continuously updated, about every ten years a new register is started. 

Using these sources a sample of life courses was reconstructed and digitized in the so-

called Antwerp COR*-database (Matthijs & Moreels 2010). All individuals with a certain 

family name were selected. After ample evaluation family names starting with a combination 
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of C, O and R (e.g. Cornelissen, Corluy, Coremans, etcetera) proved to be the most 

representative in terms of geographical spread and a number of socio-demographic 

characteristics (Van Baelen 2007). The sample is drawn from the Antwerp district, an area 

containing the expanding port city of Antwerp as well as the surrounding rural area, 

consisting of 61 municipalities. It is restricted in time due to the availability of, and public 

access to the source materials. The sample starts in 1846, the year in which all Belgian 

municipalities were obliged to start maintaining a uniform population register, and ends with 

the information from the 1910 register (containing information up until 1920), a restriction set 

because of privacy regulations censoring the last 100 years. The vital registration records 

were only consulted up until 1906-1910, depending on municipality and year of data 

collection. Selected individuals, as well as their co-resident kin members, were followed 

throughout the population registers, at least for as long as they stayed within the geographical 

and temporal frame. The vital registration supplemented information in the case of 

unregistered information (such as full dates) or missing individuals (mostly stillbirths and 

infants who died soon after birth, and consequently were never recorded in the population 

register, but who are vital for mortality research). The sample yielded about 30.000 life 

courses, either individuals sharing COR* family names, or their direct, co-residing relatives, 

which allows for easy family reconstitution. 

Throughout the second half of the nineteenth century, Belgian infant mortality is 

characterized by an “absence of evolution” (Masuy-Stroobant 1983). Infant mortality 

remained at a steady high level of about 165 deaths per 1.000 live births. A decline in infant 

mortality in Belgium did not start until after 1900 (Chesnais 2000: 69-78). In the sampled 

area, the Antwerp district, the infant mortality rate stayed within range of 150-199, but 

slightly above the Belgian average, mainly due to the city of Antwerp, where infant mortality 

was higher than average with 200 infant deaths per 1.000 live births (Kruithof 1964; 

Lesthaeghe 1977; Masuy-Stroobant 1983). During the period 1870-1890, when Antwerp was 

urbanizing at full speed, infant mortality slightly increased to levels of 220-230 infant deaths 

per 1.000 live births (Kruithof 1964). 

For the purpose of this analysis, we selected all individuals born within the Antwerp 

district in 1846 or in one of the six following decades (1846-1905), and followed them for the 

first year of their life. This resulted in a total of 6.967 infants and stillbirths, born in 1949 

different ‘index’ families. Of these, 1.080 died before they reached their first birthday, which 

. 
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equals a rate of 155 deaths for every 1.000 births.
5
 This rate, which is based on a sample in 

the whole Antwerp district, is a little lower than the average infant mortality rate for the whole 

population in the Antwerp city. These deaths occurred in 664 of the 1.949 families (34 per 

cent). Table 3.1.1 shows how these deaths are distributed across families according the total 

number of children born in those families. 

Next, we identified the mothers of all these children (the mothers in the index families), and 

tried to reconstruct the families in which these mothers were born and raised as infants. We 

only selected those cases in which the mothers had at least one sibling, and we assessed 

whether those siblings survived infancy. A total of 376 out of 1.949 mothers remained for 

analysis (table 3.1.2). 

 

Table 3.1.2. Number of births, infant deaths, and families in the analysis, 

Antwerp, 1846-1905 

 All families Intergenerationally  

traceable families 

Births 6.967 1.826 

Infant deaths 1.080 300 

Mortality rate 155 164 

   

Total number  

of families 
1.949 376 

Families with 

infant deaths 

664 

(34 %) 

161 

(43 %) 

Families without 

infant deaths 

1.285 

(66 %) 

215 

(57 %) 

 

The resulting 376 mothers gave birth to a total of 1.826 children, 300 of which (= 164 per 

1.000) died within the year. Although every sixth child born in the Antwerp district died 

                                                           
5
 The ratio which is calculated in this paper is not exactly the same as the more frequently used Infant Mortality 

Rate (IMR). The IMR leaves out stillbirths in both nominator (deaths) and denominator (births), where we 

included them. According to our sample, 128 children (12 per cent of all infant deaths) are recorded as stillbirths, 

which is almost certain an over-registration due to national regulations in the vital registration. The Belgian law 

allows for a delay of maximum three days between the birth and the declaration of the birth in the city hall. 

Some of the children who died before their birth could be declared, for example during weekends, were declared 

as stillbirths, and recorded as such in the source material (for a discussion: see Poulain & Tabutin 1977). 

Because it is impossible to differentiate real stillbirths from early perinatal deaths in the consulted Belgian 

sources, we avoided this registration issue by widening the definition of the IMR, including all births (instead of 

only live births) and all deaths (instead of only non-stillbirths) 
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during infancy, about 57 per cent of the Antwerp families do not experience a single infant 

death. Other historical studies have reported similar figures. For example in 19
th

 century 

Northern Sweden, the infant mortality rate was on average 150, yet 67 per cent of the mothers 

did not lose any infants (Edvinsson et al. 2005).  

The nature of this kind of intergenerational research makes it difficult for the sample 

to be fully representative for the whole population, especially in the case of 

intergenerationally traceable families. For example, the requirement of information on two 

successive generations in a certain region leads to migrant families being underrepresented. 

This bias can be reduced by sampling over a larger geographical area. For example, our 

sample covers the larger Antwerp area, which contains the main attraction pool for the city’s 

migrants: the Antwerp countryside (Winter 2009). Even so, long-distance immigrants, 

originating from outside the larger Antwerp area, are systematically excluded from the 

sample. Also the earlier generation must contain a surviving girl, who later becomes the 

mother of the next generation. Since she always survives infancy (it is a requirement), 

additionally we need at least one sibling who is ‘at risk’ to die during infancy. The previous 

generations must therefore produce at least two children. This means that families are 

underrepresented if the previous generation was a (very) small family. In our study the effect 

of small families does not amount to a large bias, since the number of small families in the 

previous generation is limited. Fertility levels in the whole district remained high until 1880, 

to gradually decline only afterwards (Lesthaeghe 1977). Since our study is limited to children 

born no later than 1905, their previous generation was almost exclusively formed before 1880, 

in a pre-transitional, high-fertility regime. Nevertheless, the following first section of our 

study, where the risk status of families in the population is described, is based on all families. 

In the subsequent sections, when information from the previous generation is introduced, the 

study is limited to those families we can trace intergenerationally. 

 

3.1.5. The distribution of infant deaths on a family level 

In order to differentiate between families by the proportion of children lost during infancy, we 

first need to identify families with a disproportionate number of infant losses. Edvinsson et al. 

(2005) propose to start from the overall infant mortality rate, and define ‘disproportionate’ as 

a family “that experienced an infant mortality rate twice as high as the average” (p. 328). 

They call such families ‘high risk families’. We find this term misleading, since it does not 

cover families with an increased risk to lose infants, but only those families in which the 

mortality risk actually resulted in a high number of deaths. In order to avoid a confusing 
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interpretation of the (dis)proportionate spread of infant mortality (see below), we prefer the 

term ‘high mortality families’. Following the method of Edvinsson et al., our study departs 

from the mortality rate among all infants in our sample (0,155), and defines a high mortality 

family as a family where a proportion of at least 0,310 of the infants did not survive their first 

birthday. Conversely, we determine low mortality families as families that experienced an 

infant mortality rate of no more than half the average, which in the Antwerp case are families 

that lost no more than a proportion of 0,078 of their children. For most families this means 

that all children must survive. The remaining families – i.e. those with a proportion of infant 

losses that is closer to normal – are defined as medium mortality families. The number of 

(infant) deaths that must occur for a family to be called either a high, a medium or a low 

mortality family is defined by the infant mortality rate, and thus differs by place and time. The 

requirements for the 1.949 Antwerp families, observed in the period 1846-1905, are shown in 

Table 3.1.3.  

 

Table 3.1.3. Operationalization of high, medium and low mortality families, Antwerp 

 Number of deaths 

Number of births 

 

High mortality 

family 

Medium mortality 

family 

Low mortality family 

 

1-3 ≥1 - 0 

4-6 ≥2 1 0 

7-9 ≥3 1-2 0 

10-12 ≥4 1-3 0 

13-16 ≥5 2-4 0 or 1 

17-19 ≥6 2-5 0 or 1 

 

The strength of the above definition is that it is not only based on the population average of 

infant mortality, but also on the number of births in a family, taking into account a 

population’s distribution by family size, and thus also its underlying fertility pattern. Table 

3.1.4 shows how the families are distributed by the proportion of infants lost.  

 

Table 3.1.4. Distribution of families according to proportion of infants lost,  

Antwerp, 1846-1905 

Sample Low mortality Medium mortality High mortality Total 

All families 
1.291 

(66 %) 

346 

(18 %) 

312 

(16 %) 
1.949 

Intergenerationally 

traceable families 

217 

(58 %) 

80 

(21 %) 

79 

(21 %) 
376 
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However, this dependency on family size is also a weakness: it introduces a disturbing 

‘operationalization effect’. By ‘operationalization effect’ we mean that, for example, low 

mortality families are less common among large families, only because the definition for ‘low 

mortality’ is more strict in large families. This blurs our clear vision on the real impact of 

family sizes. The operationalization effect is clearly visible in Figure 3.1.1, in which the 

occurrence of three types of families (‘high mortality’, ‘low mortality’, and the intermediate 

‘medium mortality’) is shown by number of births in the family. In the case of few births, 

most families have a low level of mortality. As the number of births in a family grows larger, 

low mortality families become decreasingly common, while an ever increasing proportion of 

the families can be defined as ‘medium mortality’ families. The small fluctuations in the 

proportion of high mortality families result from the criteria in Table 3.1.3, but the general 

trend seems to be fairly constant over all family sizes. 

 

Figure 3.1.1. Distribution of families according to mortality level, by number of births,  

Antwerp, 1846-1905 (N = 1.949) 

 

 

The proportion of children lost not only differs across family size, but also from family to 

family given a certain size. For families which are equally large, some lose all their infants, 
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while others lose none. This, however, is far from a sign that infant deaths are unequally (in 

the meaning of: not randomly) distributed. In the terminology of Das Gupta (1990): the 

existence of ‘high mortality’ families does not prove that deaths are clustered. The finding 

that, if a number of families are at equal risk of losing infants, some of them will lose infants, 

while in other families all infants will survive, is not particularly strange. We tried to avoid 

this confusion by using ‘high/medium/low mortality’ instead of ‘high/medium/low risk’ 

terminology. Death clustering is only meaningful when the number of families with a certain 

number of infant deaths is beyond proportion. In order to discuss the (dis)proportionate spread 

of infant deaths across families, we need to look at the actual versus the mathematically 

expected distribution by mortality level. When death clustering is present, the number of 

families that lose a certain proportion of infants is different from what we would expect when 

all deaths were distributed randomly across families (i.e. when deaths were not clustered), 

given the definition. This operation therefore also allows to keep an ‘operationalization effect’ 

under control. Based on the overall mortality rate, we used a binomial distribution to assess 

how much families we expect to lose a disproportionately high (or, respectively, low) number 

of infants, and this for every family size.
6
 The resulting expected proportions are shown as 

lines on top of the bars in Figure 3.1.1. In order to facilitate the interpretation, we subtracted 

the expected proportion of ‘high mortality’ families from ‘1’, so the line appears on top of 

Figure 3.1.1. Since the categorization of families into ‘high’, ‘medium’, and ‘low’ mortality 

levels depends on the number of births in those families, this line is disrupted, reflecting 

change in the required number of deaths according to our operationalization of ‘high 

mortality’ (Table 3.1.3). 

                                                           
6 Under the assumption of no clustering (no dependence between infants), the number of infant deaths K in a 

family can be seen as a series of independent Bernoulli trials, where every trial stands for one infant with a 

certain risk of dying, and is repeated for as many times as there are children in the family. K therefore follows a 

Binomial distribution, defined by parameters n (number of trials) and k (number of successes). The proportion of 

families with exactly k infant deaths out of n births, in a population with an overall infant mortality rate of p 

(which equals 0,155 in the Antwerp case) is given by the probability mass function f: 

knk pp
knk

n
kKpnkf 


 )1(

)!(!

!
)Pr(),;(  

This function, in combination with the minimum required number of infant deaths for each level of mortality by 

family size (Table 3.1.3) allows to calculate the proportion of families we expect to lose either a high, a medium 

or a low proportion of their infants. 
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Figure 3.1.1 indicates that, although a fair number of families lose a large proportion 

of infants, small and average-sized ‘high mortality’ families are less frequent than we would 

expect if deaths were distributed randomly. In large families (6 up until 9 births) the family 

size does not affect whether or not a family has a high level of mortality. Very large families 

(10 birth or more) on the other hand more often lose a large proportion of their infants. These 

results suggest a negative effect of crowding, resulting in decreased survival chances for 

infants born in large families. This effect is especially visible in very large families (10 births 

or more), but in most family sizes (up until 5 births) it seems the other way around: fewer 

families lose most of their infants. ‘Low mortality’ families, on the other hand, are between 

10 and 20 per cent more frequent than expected, and this for all family sizes, while ‘medium 

mortality’ families are always less frequent than expected. When addressing the issue of 

clustering, the question is thus not (exclusively) why some families lose so many infants, but 

possibly more pressing, why other families succeed in keeping all their infants alive. 

 

3.1.6. Variables used in the analysis 

In the next section we test whether the proportion of infants lost can be predicted using 

information on infant mortality in the previous generation. The following analyses are carried 

out on the smaller sample, containing only those families that are traceable for at least two 

successive generations. 

The following variables were included: 

Previous generation. The main variable is whether the previous generation was a high, 

medium or low mortality family. We used the same definition as with the index families, but 

altered it to adjust for the survival of the mother by only counting the mother’s siblings while 

assessing the number of births in the previous generation. 

Age of the mother at birth of first child. This mean-centered variable indicates the start of a 

mother’s reproductive period. 

Number of children ever born. The number of births in a family heavily affects the definition 

of whether a family has a high, medium or low mortality level (see Figure 3.1.1). At the same 

time this variable is a measure of the level of fertility. 

Social class. The occupational title of the father is recorded at or close to the birth of the first 

child, either on the birth certificate or in the population registers. It is classified using the 

HISCO classification scheme (Van Leeuwen, Maas & Miles 2002), and recoded into classes 



 

64 
 

using HISCLASS (Van Leeuwen & Maas 2011). The resulting social classes were further 

merged into ‘elite or middle class’, ‘worker class’, ‘farmers’ or ‘unknown occupation’.  

Region. The sampled area is diverse in population density, level of urbanization, and 

environmental quality. The ‘city of Antwerp’ itself is densely populated, and its fast 

urbanization led to poor housing quality and lack of access to clean water, an often mentioned 

factor in infant mortality (see literature review in Van Poppel & Van der Heijden 1997). The 

city government responded by developing the urban infrastructure, including an extensive 

sewer system (Bertels 2011). North of the city, close to the river, lays a group of communities 

known as the Antwerp ‘Polders’. As their name suggests, these villages lie below sea level, 

creating an ecological environment known for an endemic form of malaria which existed until 

well into the 20
th

 century (Devos 2006). The rest of the district consists of a mix of rural 

villages and small towns. Empirical evidence from a small town in East-Belgium suggests 

that origin (rural versus small town) is not an important factor in infant mortality (Neven 

2000). The remaining villages and towns are therefore grouped in one ‘countryside’ category. 

 

3.1.7. Results 

Table 3.1.5 provides summary statistics on the independent variables, as well as how the 

categories are distributed according to the level of infant mortality (‘high’, ‘medium’ or 

‘low’) in the index family. The results for the variable ‘previous generation’ are visualized in 

Figure 3.1.2. There is a highly significant correlation between the mortality level of the index 

family, and the mortality level in the previous generation (Chi²(4) = 20,8465; p < 0,0001).  

High mortality families are more common when the previous generation also had a 

high level of mortality, and less common when the previous generation had a low level of 

mortality. Conversely, low level mortality families are more common among women who 

were born in a low level mortality family themselves, and less common when they were born 

in a high level mortality family. 

Apparently some of the characteristics affecting the (infant) mortality level of a family 

persist through generations, making the family in the next generation more likely to lose a 

similar proportion of infants. This correlation is tested in multivariate analyses, in order to get 

a better grasp of the intergenerational mechanisms at work. We performed a series of logistic 

regression analyses on the odds for a family to have a high (respectively low) level of infant 

mortality, using the logit command from the Stata package (Hosmer & Lemeshow 2000; 

Long & Freese 2006). 
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Table 3.1.5. Summary statistics on the variables included in the analysis,  

by mortality level of the index family, Antwerp, 1846-1905 

 Mortality level  

 High  Medium  Low  Total 

Mortality level in the 

previous generation 
    

high  
35 

29 % 
26 

21 % 
60 

50 % 
121 

 

medium  
27 

24 % 
21 

19 % 
65 

57 % 
113 

 

low  
17 

12 % 
33 

23 % 
92 

65 % 
142 

 

     

Age of the mother 

mean & standard error 
22,48 

se=0,484 
23,41 

se=0,507 
24,87 

se=0,392 
24,05 

se=0,275 

Children ever born     

1 
5 

10 % 
0 

0 % 
44 

90 % 
49 
 

2 
15 

23 % 
0 

0 % 
49 

77 % 
64 
 

3 
18 

35 % 
0 

0 % 
33 

65 % 
51 
 

4 
4 

8 % 
8 

17 % 
36 

75 % 
48 
 

5 
7 

28 % 
7 

28 % 
11 

44 % 
25 
 

6 or more 
30 

21 % 
65 

47 % 
44 

32 % 
139 

 

Occupation of the 

father 
    

unknown 
28 

29 % 
18 

18 % 
52 

53 % 
98 
 

elite or middle class 
10 

17 % 
8 

14 % 
41 

69 % 
59 
 

farmer 
2 

8 % 
7 

29 % 
15 

63 % 
24 
 

worker 
39 

20 % 
47 

24 % 
109 

56 % 
195 

 

Region     

city 
38 

21 % 
35 

19 % 
108 

60 % 
181 

 

countryside 
37 

22 % 
41 

24 % 
93 

54 % 
171 

 

polders 
3 

17 % 
4 

22 % 
11 

61 % 
18 
 

unknown 
1 

17 % 
0 

0 % 
5 

83 % 
6 
 

     

Total 
79 

21 % 
80 

21 % 
217 

58 % 
376 
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Figure 3.1.2. Distribution of families according to mortality level, by mortality level of the 

previous generation, Antwerp, 1846-1905 (N = 376) 

 

The results are shown in Tables 3.1.6 for high level mortality (models 1, 2 and 3) and 3.1.7 

for low level mortality (models 4, 5 and 6). For every dependent variable (high or low 

mortality level) we explored the effect of the family mortality level in the previous generation 

in three ways: (1) high versus medium and low mortality in models 1 and 4; (2) low versus 

medium and high mortality in models 2 and 5; and (3) either high or low versus medium 

mortality in models 3 and 6. The effect of the previous generation was tested both without (a-

models) and with controlling variables (b-models). 

All models show significant effects for the level of mortality in the previous 

generations. If the family in the previous generation had a high level of infant mortality, the 

next generation was almost twice as likely to have a high level of infant mortality as well 

(model 1a), and at the same time 40 per cent less likely to have a low level of infant mortality 

(model 4a). Conversely, if the previous generation had a low level of infant mortality, the next 

generation was almost three times less likely to lose a disproportionately high number of 

infants (model 2a), and 60 per cent more likely to see most of its children survive infancy 

(model 5a). After controlling for the other variables, these effects were still significant (b-

models), and even grew a little stronger when predicting the odds for a low mortality family 

(models 4a vs. 4b, and 5a vs. 5b). The conclusions drawn from Figure 3.1.2 are thus affirmed
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in a multivariate environment. We tried to further explore on this in models 3 and 6, by 

contrasting the effect of a high (respectively low) mortality level in the previous generation 

against a medium mortality level, but only found significant effects with opposite mortality 

levels in the two generation, where the contrasts were enlarged (low versus medium mortality 

in the previous generation, predicting high mortality families in model 3; high versus medium 

mortality in the previous generation, predicting low mortality families in model 6). If the 

previous generation lost disproportionately many (respectively few) infants as compared to 

average, the next generation has a much decreased chance of losing disproportionately few 

(respectively many). 

A mother can partly suppress the inherited risks of losing her infants by postponing 

her reproduction: every additional year of age decreases the risk to become a high mortality 

family by about 6 per cent (models 1b, 2b, 3b). However, we did not find any significant 

evidence that postponing the birth of the first child will save her from losing any infants 

(models 4b, 5b, 6b). 

There are little (significant) differences between different social classes, nor between 

regions. Only when the occupation of the father was unknown at the birth of the first child it 

strongly increased the risk of losing a large proportion of infants (models 1b, 2b, 3b), and 

decreased the chance that all would survive (models 4b, 5b, 6b). We have no clear 

explanation for this, except that those families are often families with illegitimate children, 

which have an increased mortality risk during infancy. This well-known effect is probably 

related to the lack of breastfeeding by unwed mothers, who, in absence of a male 

breadwinner, needed to take up work sooner in order to provide income (Van Poppel, Kok & 

Kruse 1995). 

An in-depth examination of the pseudo-R²s, which stand for the variance that is 

explained by the model, learns that the overall explanatory power is relatively high (e.g. 0,21 

in models 5b and 6b). Especially in the case of low level mortality families our models 

explain much more variance than among the high level mortality families. Additional tests for 

the contribution of every single variable (not shown here) revealed that the main cause for this 

difference is the variable ‘number of births in a family’. We don’t believe this supports a 

potentially very important effect of reproductive behaviour for a family’s mortality level, 

given the relatively low explanatory power (in terms of explained variance) of another 

indicator for fertility, the age at the mother at the start of the reproductive period. Rather, we 

believe that it is a reflection of the sensitivity of the operationalization of the mortality level to 

family size, as was already suggested in Figure 3.1.1. We therefore do not want to emphasize 
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the effect of ‘children ever born’ in the family, but nevertheless stress the necessity to control 

for this variable. 

After exploring the odds for high mortality and for low mortality families, we 

performed a third series of regression models (results not shown here, but available upon 

request). Using the Stata mlogit command for multinomial logistic regression (Long, 1997; 

Long & Freese 2006), we aimed to assess whether families with an average level of infant 

mortality (‘medium’) were driven towards an extreme mortality level (either 

disproportionately low or high), depending on the mortality level of the family in the previous 

generation. The added value of this modeling strategy is that it allows to test whether or not 

the predictors for ‘high mortality’ families are mirroring the effects for ‘low mortality’ 

families. The results were in line with the conclusions from models 3b and 6b, showing that 

an average mortality family is not driven towards a high level of infant mortality if the 

previous generation lost no infants, and not towards a low level of infant mortality if the 

previous generation lost many infants. However, the results from these models were 

inconclusive, disabling us to detect differences in the mechanisms of the intergenerational 

continuities between families with high or low infant mortality levels. 

 

3.1.8. Conclusion 

In this paper we focused on explaining infant mortality on a family level as an alternative to 

the (more common) practice of studying the individual child. We therefore differentiated 

between families with a high, medium or low proportion of deaths among their infants. We 

found this family approach to be a worthy alternative to the individual child approach, taking 

into account sibling dependency and explaining more than one fifth of all variation between 

families.  

Our most important finding is that there are intergenerational mechanisms at work, 

leading infant deaths in a family to be linked with those in the preceding generation. If a 

mother was born in a ‘high mortality’ family, she was more likely to lose a large proportion of 

her own infants. On the other hand, if she was born in a ‘low mortality’ family, she was more 

likely to keep her own infants alive. This intergenerational continuity of a family’s infant 

mortality level is not likely to be caused by transmitted reproductive behaviour (crude parity, 

mother’s age at the start of reproduction), a continued social class effect or lack of 

intergenerational social mobility (occupation of the father), nor did we find it result from a 

persistent regional effect. 
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The remaining possible causes for the intergenerational correlation found in this study 

are still diverse, and range from a hereditary biological weakness along the maternal line to a 

socialization of childcare and feeding norms and practices. Although endogenous and 

exogenous causes of infant mortality are difficult to separate out in practice, previous studies 

(e.g. Das Gupta, 1990) reported a strong(er) dependence among postneonatal deaths, 

suggesting the importance of the latter. Unfortunately, the setup of this study does not allow 

exploring further upon the nature of the transmission.  

Furthermore, we did not find traces of regional or social class effects in predicting a 

family’s infant mortality level. However, we did find that mothers more often keep their 

infants alive if they are older at the birth of their first child. This suggests that mothers can 

enhance the survival chances of all their future infants by postponing the start of the 

reproductive phase. Since the age of the mother is calculated at the birth of her first child, we 

did not observe the reversed effect of a high age at giving birth on the survival of children. 

Our results are meaningful for the study of (the intergenerational transmission of) 

reproductive behaviour, in that they explore possible causes of fertility outcomes. 

Intergenerational patterns of short birth intervals may result from (the lack of) intensive 

breastfeeding, socialized from mother to daughter, but may as well result from the death of 

the previous birth being frequent in both of generations. If giving birth to a large number of 

children is transmitted through successive generations, it may well be because the risk of 

losing many infants is also transmitted through generations. Future studies of 

intergenerational patterns in reproduction need to be aware that intergenerational continuities 

in infant mortality risks, as demonstrated in this study, may exist and be of influence. 
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3.2.0. Abstract 

During the last two decades, scholars found infant mortality to be clustered within families, 

both for historical (western European) populations and in contemporary less developed 

regions. Research on this clustering phenomenon mostly focuses on single households. This 

study looks beyond single households, and adds an intergenerational element to infant 

mortality clustering, this for a historical context. Using multilevel event history techniques, 

this study elaborates a quantitative measure for infant mortality clustering. Data is obtained 

from the Antwerp COR*-database, a kinship based, individual level longitudinal database (the 

Antwerp district, Belgium, 1846-1905). Our findings are that a considerable amount of infant 

mortality clustering can be explained by the family history of (late neonatal and postneonatal) 

infant mortality across generations.  

 

Keywords 

historical demography; nineteenth century; Belgium; infant mortality; death clustering; 

intergenerational transmission 

 

3.2.1. Introduction 

In the European past, infant deaths were unevenly distributed among families: most infant 

deaths occurred in a relatively small number of families (Lynch & Greenhouse 1994; 

Edvinsson et al. 2005). Additionally a large proportion of families did not experience a single 

infant death, regardless of the number of children born in that family. This disproportionate 

mortality spread, named ‘clustering’, has not yet been explained. Nor do we have a clear view 

on the extent of the phenomenon. 

 The impact of this death clustering on our research is clear: it serves as a basic 

assumption to argue that our understanding of infant mortality needs to be reassessed. Also, 

since most of the determinants for child survival are given shape on the family level, families 

might be a better unit for analysis than the individual child. Some scholars suggested that our 

interpretations of the causes of infant mortality may have to be re-evaluated (Edvinsson et al. 

2005). 

 The existence of clustering of infant mortality within families  in contemporary 

societies has been confirmed in several less developed regions, such as Punjab in India (Das 

Gupta 1990; 1997), Mali (Hill & Aguirre 1990), Guatemala (Guo 1993), Brazil (Curtis et al. 

1993), Bangladesh (Zenger 1993), and Kenya (Zaba & David 1996; Omariba et al. 2008). 

Each of these studies specifically points to the observation that the survival chances of 
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children in the same family are more alike than those of children born in different families. 

Various explanatory factors have been put forward, yet no commonly agreed explanation of 

clustering was found. 

 An ever returning approach in infant mortality studies is the role of the mother in 

causing the death of her children. Her education, her income (or more general ‘resources’), 

her socio-economic position, and her competence of childcare practices are all part of the 

social mechanisms that affect infant survival chances and cross-family mortality variations. 

Next to these exogenous factors, some also suggest endogenous, bio-medical factors, like 

genetic frailty or other biological weaknesses, both on the level of the individual child and on 

a maternal level. In this last case infant mortality is linked to the mother’s age, parity of the 

family (meaning the number of children born), and survival of preceding children. Although 

they are measured at the family level, these biological determinants lose some power in 

explaining infant mortality clustering. In many populations clustering tends to be bound to 

postneonatal infant deaths (above the age of one month), an age at which endogenous factors 

are generally less important. 

 The same focus on the mother as a “medium of infant mortality” is also present in 

death clustering studies on historical populations. One of their primary concerns is the local 

existence of a breastfeeding-tradition as a major explanatory factor of infant mortality (see for 

example Millward & Bell 2001). Lack of breastfeeding makes infants more affected by 

diseases with symptoms such as diarrhoea, causing their death. There is also a link with 

fertility: mothers who do not breastfeed their children tend to have more children, and shorter 

birth intervals (Knodel & van de Walle 1967; Bongaarts & Potter 1983). These in turn are 

believed to induce prematurity and lower birth weight, both proximate causes of infant deaths 

(Gribble 1993). In addition, for high parity families, this brings up the concept of maternal 

depletion. Depletion of the mother leads to lower weight at birth of the child, and a lowered 

overall health of both mother and child (Conde-Agudelo & Belizan 2000; Dewey & Cohen 

2007). These studies therefore do not confine themselves to postneonatal mortality, but 

investigate the survival chances of the infant from birth onwards. Moreover, they devote a 

major part of their attention to possible biological determinants of infant mortality, typically 

seen as most important in the perinatal and late neonatal period. Indeed, as opposed to 

contemporary less developed regions, in the European past not only postneonatal deaths are 

found to cluster, but also neonatal deaths and even stillbirths are shown to share this 

unexplained, disproportionate spread between families (Edvinsson et al. 2005). 
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 In both approaches, focusing on either contemporary or historical populations, the role 

of the mother appears to be a useful concept to study clustering. Yet the precise mechanisms 

explaining why children of certain mothers have increased death risks are not well 

understood. Looking beyond the ‘mother’-concept, for example by taking her own childhood 

into account, might give us further insights in the complex mixture of social and biological 

mechanisms causing infant deaths to cluster.  

 The aim of this empirical study is twofold: to further develop on the family aspect of 

clustering in the past, and to elucidate the role of the mother therein. In order to do so with the 

limited information available in historical sources, we added an intergenerational dimension 

to the clustering framework. Among the possible explanations for mortality clustering on a 

family level, biological (e.g. genetic) and social (socialization, social learning) causes seem to 

be the most obvious ones. In some families ‘weaker’ genes may lead to an excess in infant 

mortality. In other families high infant mortality can be explained by specific nursing 

practices (e.g. breastfeeding), potentially passed on from mother to daughter. If these 

explanations are to some extent important to the death clustering phenomenon, then the 

family history might be an important factor in explaining death clustering. This study 

therefore links deaths among a mother’s children to infant deaths in an earlier generation, 

namely the mother’s siblings. A relation in deaths between two generations points to a 

common cause, transferred across time along the maternal bloodline. To be able to gain 

knowledge on how the mother transfers mortality risks, special attention is devoted to the 

ages at which infants die. 

 

3.2.2. Data and context: the COR*-sample and the Antwerp case 

For this research, use will be made of the Antwerp COR*-database, release August 2010 (see 

Matthijs & Moreels 2010). This database contains longitudinal and intergenerational data at 

the individual level for the whole district of Antwerp, Belgium. The two main sources for the 

database are the population registers and the vital registration records. In Belgium, the overall 

quality of both sources is very good, and they are usually well preserved and stored in state or 

municipal archives. The Belgian population registers (Piron 1957; Gutmann & van de Walle 

1978) are a continuously updated source that stores its information on individuals per housing 

unit. Within each household a “head” is appointed, and for every individual living in that 

household its (kin) relationship with the head is recorded. This allows for an easy family 

reconstitution. The vital registration records (Bruneel & Bruwier 1989) refer to birth, death 

and marriage events. The linkage of individuals in the population registers with those in the 



 

76 
 

vital registration records provides an extra check on the recording of vital events in the 

population register, and points to infants who died before they could be registered in the 

population register, e.g. stillbirths. The database sets off in 1846, when all Belgian 

municipalities started to maintain the obligatory population register, and goes as far as 1920 (a 

mark set because of Belgian privacy regulations). 

 The Antwerp COR*-database is a sample (N ≈ 30.000) of individuals with a surname 

beginning with the letters C, O, and R, as well as their co-residing relatives, living or 

experiencing vital events within the Antwerp district during the period 1846-1920. Extensive 

evaluation showed that this sample strategy yielded an adequate representation of overall 

Belgian population, both in geographical spread as for a number of socio-demographic 

characteristics (Van Baelen 2007). Opting for a letter sample has several advantages, one of 

them being the oversampling of kin relationships (see for example the TRA*-database in 

France, Dupâquier & Kessler 1992). The Antwerp database went through several processes of 

internal data linkage to connect both several pieces of one’s life course, and the many kinship 

ties that were present amongst the individuals selected in the sample. As a result, the Antwerp 

COR*-database contains 737 different COR-surnames, which stand for 2.610 two-generation 

families (parents and 9.961 children), of which 1.119 three-generation families (grandparents, 

referring to 4.691 grandchildren). All this characteristics make the Antwerp COR*-database an 

almost unique tool, fit for the research questions under examination here.  

 For this study, we selected all legitimate singletons born within the Antwerp district 

between 1846 and 1905, and we followed them during infancy. Illegitimate children represent 

a special category, of whom we don’t know if their deaths can connected to those of their 

aunts and uncles, so they were dropped from the analysis. Twins were dropped as well. The 

remaining children were linked with the infant life courses of their aunts and uncles on the 

maternal side. Children whose mother had no siblings were dropped as well. Of the remaining 

1.347 infants, born into 332 different families, 222 (164,8 per thousand) died within twelve 

months after birth. 

 The Antwerp district consists of the port city of Antwerp, which gave its name to both 

the district and the larger province, and 61 smaller municipalities. Antwerp was the biggest 

and fastest growing city of nineteenth century Belgium. Its population of 56.000 in 1800 

(88.000 in 1846) grew to 273.000 inhabitants in 1900, mainly because of immigration from 

the district’s countryside. This immigration filled the needs of an exploding labour market, 

fuelled by a revival of the port activities since the first decades of the nineteenth century 

(Winter 2009). Followed by a rapid port expansion, a dense transport network was created 
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connecting the Antwerp port with its eastern and north-eastern hinterland (Veraghtert 1986; 

Bertels 2011). The resulting massive migration is recorded in the Antwerp COR*-sample, 

which covers the whole district area of Antwerp. For this study, the whole district was used, 

and any further references to ‘Antwerp’ should be interpreted accordingly.  

 On a more aggregate level, for the whole of Belgium, a continuous series of young age 

mortality rates can be made from 1865 onwards. Figure 3.2.1 shows the evolution of the 

infant mortality rate (number of deceased infants per 1.000 live births) in the period covered 

by the COR*-database. The graph shows a rise of infant mortality from 1870 onwards, which 

peaks in the 1880s, to remain constant at 200 for the two following decades. A similar 

measure for stillbirths (number of stillbirths per 1.000 live births) remains remarkably 

constant, with only a slight decrease after 1885. The decline of mortality at young ages is only 

visible in the age category ‘one up to five years’, an evolution which is shown here for 

reasons of comparison. Infant mortality decline in Belgium only started after 1900 (Debuisson 

2001). 

 

Figure 3.2.1. Evolution of infant (IMR) and child mortality, Belgium, 1865-1910  

 
Source: NIS, Annuaire Statistique, 1865-1910. 

 

Comparing the infant mortality rate to the rate of stillbirths learns us that during the second 

half of the nineteenth century one fifth of all deaths before the age of 12 months were due to 
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not only interested in environmental circumstances affecting living children, but also in 

genetic aspects predetermining death, we opted to include stillbirths in this infant mortality 

study. 

 Figure 3.2.2 shows the age-specific survival rates for the whole province of Antwerp 

in 1846. Only in this year figures with such detailed age categories on the level of a province 

were available. Stillbirths were also included here, both as deaths as well as in the 

denominator (they are counted together with the live births). Stillbirths constitute 5 per cent of 

all births in the province of Antwerp, mid-nineteenth century. After 365 days, 200 per 

thousand of the children have died. In the province of Antwerp, stillbirths account for one 

quarter of all infant deaths, so they have an even bigger impact on mortality than in the 

country average. The overall infant mortality however is lower than the country average 

(which was already 200 per thousand without including the stillbirths). Sex specific figures 

show better survival chances for girls than for boys, for all ages up to 365 days. 

 

Figure 3.2.2. Cumulative probability of infant survival (stillbirths included),  

province of Antwerp, 1846 

 
Source: Récensement générale de la population, 1846. 
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It should be noted, however, that these are aggregated totals. When comparing with the 

individual-level COR*-sample, one should be aware of the fact that the Antwerp district, 

covered by the sample, is the most urbanized district in the Antwerp province. The mortality 

rate for the Antwerp district can therefore be expected to be slightly higher than the ones for 

the province, as given in Figure 3.2.1 or 3.2.2. 

Table 3.2.1 gives a general overview of the distribution of infant deaths among families in the 

Antwerp district, 1846-1905. It shows the number of families, according size (number of 

children ever born), and number of infant deaths. The table is based on the actual family size, 

consisting of both the sampled children, and their siblings which might have been dropped 

from further analysis (because they were born either illegitimate or as twins, or because they 

were born outside the temporal study frame). Table 3.2.1 is based on 1.718 births and 275 

infant deaths (=160 per thousand). The births occur in 332 families; 187 families (56,3 per 

cent) remain ‘mortality-free’. Using the observed mortality rate, and the number of families 

per size, an expected number of families without infant deaths can be calculated. The 

expected number of ‘mortality-free’ families is 155 (46,7 per cent), which is lower than 

observed. Infant deaths happen in a smaller proportion of the families than expected, meaning 

infant mortality is clustered in the Antwerp sample. 

 

Table 3.2.2. Clustering of infant deaths over generations, district of Antwerp, 1846-1905 

  Siblings of mother who died as infant     

Infant deaths in family 0 1 2 3 4 5 

6 or 

more 

Total 

families 

Percentage  

of families 

0 104 47 17 10 6 3 0 187 56,3 

1 45 16 12 2 2 2 1 80 24,1 

2 13 11 5 4 1 0 0 34 10,2 

3 9 2 3 0 0 1 0 15 4,5 

4 5 0 0 1 0 1 0 7 2,1 

5 3 0 1 0 0 0 1 5 1,5 

6 2 0 0 0 0 0 0 2 0,6 

7 0 0 0 0 0 0 0 0 0,0 

8 0 0 0 1 0 0 0 1 0,3 

9 0 1 0 0 0 0 0 1 0,3 

Total families 181 77 38 18 9 7 2 332 100,0 

Percentage of families 54,5 23,2 11,4 5,4 2,7 2,1 0,6 100,0   

 

Table 3.2.2 presents the numbers of families, according to the infant deaths in those families, 

and the number of aunts and uncles of the children in those families that died during infancy. 

Although it is difficult to draw straightforward conclusions from table 3.2.2, there is a slight 
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tendency towards more infant deaths if there were more siblings of the mother who died as an 

infant. In the next section this claim will be confirmed using regression analyses. 

 

3.2.3. Measures and methods – problems and solutions 

One problem of investigating familial clustering of infant mortality lies with the classical 

assumption of many regression techniques, namely that all observations should be statistically 

independent. Observations are always to some (lesser) degree dependent, without causing too 

much troubles for the analysis. When researching infant mortality clustering within families 

this assumption cannot be ignored. The idea of mortality clustering implies that the deaths of 

children from the same family are predicted by identical determinants when measured on the 

family level. For example, the number of siblings of the mother that died as infants has the 

same effect on every single child from that mother. Hence, the children’s mortality hazards 

from the same family are dependent. This is a brutal violation of the independency 

assumption, which almost always means an underestimation of the standard errors of the 

regression coefficients, which in turn leads to an overstatement of the statistical significance. 

When violating the assumption, results seem significant, while in reality they are not. A 

possible solution is to take only one child per family, but that is an awkward workaround, 

which implies a whole set of extra assumptions, and a much larger data sample. The problem 

can only adequately be solved by the use of multilevel techniques (Luke 2004). Those 

techniques use the concept of multiple hierarchical levels of observations, in which data are 

clustered together to form independent groups. Our observations were analyzed on both the 

level of the child, and the hierarchically higher level of the mother at which several children 

are clustered or ‘nested’. 

 Using multilevel techniques does not solve all problems. The age-specific survival 

rates, as shown in Figure 3.2.2, clearly demonstrate that a child’s death risk heavily depends 

on the age of the child. The hazard of death is not constant, but diminishes over time (i.e. as 

the child grows older), particularly during the first 12 months of life. Because of this time 

dependency we used event history models. Those type of models are fit to address questions 

on the risk of a certain event at any given point in time, conditioned on the absence of the 

event up until that given point in time. For example, we investigate the hazard or probability 

of an infant death, at any given age of the infant, on the condition that the infant survived until 

that given age. An added value of the models is that they can handle censored events with 

ease (Allison 1984). 
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 We combined the multilevel and the event history approach by opting for a piecewise 

constant exponential (PCE) event history model with gamma frailty (Holford 1980; Laird and 

Olivier 1981). In a PCE-model, continuous time (age of the child, in days) is split into 

discrete intervals (‘pieces’) or age categories. Within these intervals we assume the hazard of 

dying, also called incidence rate, to be constant. Based on Figure 3.2.2, these age categories 

are constructed as follows: a perinatal one (age 0 to 7 days, including the stillbirths), a late 

neonatal one (age 8 to 30 days), and a postneonatal one (age 31 to 365 days). To this model, a 

random intercept term was added, which is specified to have a normal distribution with 

expectation 0. This model is applied to the data in Stata 10, using the xtpoisson command 

with the i and exposure options (Rabe-Hesketh & Skrondal 2008). For every infant i of 

mother j, the logarithm of the hazard rate in age category s, sij , or the logarithm of the 

expected rate of death in age category s, can be expressed as: 

jaij

p

a

as

sij

sij

sij zx
t















 

1

ln)ln( 


    ,   s = 1,2,3 

where sij stands for the expected number of deaths, and tsij, or exposure time (in days) spent 

in age category s. Once a child dies, exposure time stops, and the child is removed from the 

analysis. The first term in the right hand member of the equation stands for the age-dependent 

baseline hazard, the hazard of dying for an individual in age category s when all other 

covariates are zero. We chose three different age categories: perinatal, late neonatal, and 

postneonatal (coded 1, 2 and 3 respectively); each of them has its own  . The second term is 

a set of explanatory variables   (p in total), be it on the level of the child, or on the level of 

the mother. The third term is a random intercept, which models between-mother differences in 

infant survival. This term stands for the non-explained variation shared by children of the 

same mother, and can be interpreted as a set of unobserved characteristics of the mother, such 

as her ability to take care of children, her affection or emotional involvement, hygiene etc 

(Wienke 2011). 

 We mainly apply multilevel techniques here because of our interest in 

intergenerational relations. This approach has the additional advantage of presenting a 

measure for the amount of clustering. The random intercept zj is used to estimate non-

measured differences between mothers. It is called ‘random’ because it is an intercept that is 

allowed to vary from mother to mother. We interpret the intercept through its exponentiated 

form, exp(zj ), usually called ‘frailty’. Exp(zj ) is assumed to be gamma distributed, with a 
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mean of 1 and a variance σ. This variance expresses the differences between mothers, and is a 

measure of clustering. When the variance is large, there are larger differences between 

mothers, or more clustering of infant deaths between mothers. If variables are added to a 

model, a lowered variance of the gamma frailty means that those variables explain differences 

between mothers in infant death risks. A variance of zero would mean that there are no 

differences left between mothers, or that all infant death clustering is explained. 

 

The dependent variable in the following analyses is the risk of dying for infants at a given 

point in time. The models will include variables on both the child and the mother level. 

Variables on the first level, the level of the individual child, include: 

male: dummy variable denoting the sex of the child, 1 if male, 0 if female. Boys are known to 

have a higher incidence of dying during the first year, due to genetic disadvantages (Tabutin 

& Willems 1998). 

age of the mother: the age of the mother at birth of the child affects the child’s hazard of 

dying in a more complex, non-linear way. If the mother was very young when giving birth, 

the child is more likely to die than average. But if the mother was rather old when giving 

birth, due to various factors the child is also more likely to die (Knodel & Hermalin 1984; 

Nault et al. 1990). A categorical variable was created, differentiating between the ages 

‘younger than 20’, ’20-34’ and ’35 and older’.  

the number of older siblings: the higher the birth order of a child, the higher the chances of 

dying as an infant, a relationship which proved to be fairly linear in our sample. This is due to 

a combination of two effects. The first one is the maternal depletion effect, which means that 

having a lot of babies deteriorates a women’s health, and thus that of her offspring, resulting 

in lower birth weights and higher infant death rates (Conde-Agudelo & Belizan 2000). The 

second is the competition-for-resources hypothesis: the more children present, the less 

resources available for each child, whether these resources are physical or emotional (Knodel 

& Hermalin 1984). Both effects are most important early on in life. During a child’s infancy, 

no younger siblings are born yet. Therefore the number of older siblings resembles the total 

family size, minus the index child. 

birth interval with previous child: a shorter birth interval between two children leads to a 

higher likelihood of the second child to die early on. Part of this effect can be attributed to the 

maternal depletion thesis, when the mother did not totally recover from the preceding birth 

(Rutstein 2005). In historical studies birth spacing is often used as a crude measure (proxy) to 
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control for (the length of) breastfeeding on an individual level (for example Pebley et al. 

1991). A dummy was constructed, denoting short birth intervals (short being 24 months or 

less). 

socio-economic status (SES): some variation between infant deaths from different families 

should be explained when controlling for the SES of the mother. The most common indicator 

of SES in historical research is the occupation. However, in historical sources female 

occupations tend to be badly or under-registered (Moreels 2010). Therefore, studies 

concerned with historical populations often opt for the occupation of a male person who is 

related closely enough to predict the socio-economic status of the mother and her children, 

such as the father. We obtained the father’s occupational title from the birth certificate of each 

child. The variable is constructed by first standardizing occupations in HISCO codes (Van 

Leeuwen et al. 2002), and consequently recoding these codes into four classes (unknown 

occupation, worker class, farmer class, and elite and middle class). 

 

Variables on a hierarchical higher level, the level of the mother, include: 

number of siblings of the mother who died as infants: several variables were constructed to 

assess the number of aunts and uncles (on the mother’s side) who died at an early age.
7
 A first 

variable counts all siblings of the mother that died during infancy. Four other variables split 

this total in four age categories: the number of siblings of the mother who died (1) as 

stillbirths, (2) in the perinatal period, 0 to 7 days old, (3) in the late neonatal period, 8 to 30 

days old, and (4) in the postneonatal period, 31 to 365 days old. This division along age of the 

siblings of the mother allows to make distinctions between determinants of a child’s death. 

High effects associated with the early ages of the mother’s siblings point in the direction of 

intergenerational biological (genetic) factors, while effects of higher age groups suggest an 

intergenerational passing through of social factors, such as breastfeeding practices. 

 

 

                                                           
7 We experimented with the proportion of infant deaths among a mother’s siblings, and with a count of the dead 

siblings. Due to small family sizes there is not much variation in the proportion (one sibling can mean either 0 or 

100 per cent dead siblings). Also a proportion does not take size into account (a mortality of 100 per cent for one 

sibling is much more common than a 100 per cent mortality for seven siblings). Although a count does not take 

into account the surviving siblings, we found it to be the least imprecise of both alternatives. 



 

85 
 

3.2.4. Results 

Table 3.2.3 presents the results of six multilevel piecewise constant exponential models. A 

division is made between variables on the first level, the level of the individual child, and 

variables on the second level, the level of the parents. In the table, the values next to the 

variables stands for incidence rate ratios (IRR), which are the exponentiated β’s from the 

equation mentioned above. Compared to those β’s the IRR’s are interpreted in terms of a ratio 

of risks: when larger than 1, they denote an increased incidence (risk) to die, between 0 and 1 

stands for a decrease in risk. The gamma frailty variance σ denotes the amount of clustering, p 

whether this variance significantly differs from zero
8
. 

 The first model only include the three base hazards and the gamma frailty. The base 

hazard is highest in the first age category (perinatal), and lowest in the third age category 

(postneonatal). Not only in the first, but in all models the hazard of dying is much higher in 

the first age category compared to the other two. The highest risk of dying is thus shortly after 

birth, in the perinatal period. This confirms what we expected, namely that the hazard of 

dying for an infant declines as age increases, which encouraged us to analyse the infancy 

period in three separate pieces, and not in its entirety. 

 In model 2 the controlling variables are introduced. The controlling variables ‘age of 

the mother younger than 20’, ‘older siblings’ and ‘birth interval’ have the expected values, in 

contradiction to ‘male’ and ‘age of the mother 35 and older’ (although neither ‘age of the 

mother’ nor ‘male’ are significant). Children with a very young mother, or a higher birth order 

(children with older siblings) are more likely to die. Short birth intervals with the previous 

child result in a strongly increased incidence of death. The occupation of the father is not 

significant, but farmers’ children seem to be the best off in terms of survival chances. This is 

due to the high variety in urbanization within the Antwerp district. Children from farmers 

mostly live on the countryside, while children from workers mostly live in the very dense 

urban environment of the Antwerp harbour. The significant higher chance of death for 

children of ‘unknown occupation’ compared to farmer class children refers to families where 

the father is unemployed, and thus (often urban) families with a less stable income. In total,  

                                                           
8
 A variance component cannot take on values below zero. Testing whether the variance differs from zero 

therefore means testing on the boundary of the parameter space. This is handled by cutting the distribution of the 

maximum-likelihood estimate of the variance, a normal distribution, at the boundary value. The likelihood ratio 

test statistic is a mixture of a chi-square with one degree of freedom, and a chi-square with zero degrees of 

freedom. This one-tailed normal distribution procedure is standard in Stata, see Gutierrez et al. 2001. 



 

 
 

86 

T
ab

le
 3

.2
.3

. 
M

u
lt

il
ev

el
 p

ie
ce

w
is

e 
co

n
st

an
t 

ex
p
o
n
en

ti
al

 e
v
en

t 
h
is

to
ry

 m
o
d
el

s 
o
f 

th
e 

in
ci

d
en

ce
 r

at
e 

o
f 

d
y
in

g
, 
d
is

tr
ic

t 
o
f 

A
n
tw

er
p
, 
1
8
4
6

-1
9
0
5
 

 
M

o
d

el
 1

 
M

o
d

el
 2

 
M

o
d

el
 3

 
M

o
d

el
 4

 
M

o
d

el
 5

 
M

o
d

el
 6

 
C

o
n

st
a

n
t 

b
a

se
 h

a
za

rd
s 

 
 

 
 

 
 

 
 

 
 

 
 

  
 α

1
 (

0
-7

d
ay

s)
 

0
,0

0
5
0
 

*
*

*
 

0
,0

0
1
9
 

*
*

*
 

0
,0

0
4
5
 

*
*

*
 

0
,0

0
4
3
 

*
*

*
 

0
,0

0
1
8
 

*
*

*
 

0
,0

0
1
7
 

*
*

*
 

  
 α

2
 (

8
-3

0
 d

ay
s)

 
0

,0
0

0
8
 

*
*

*
 

0
,0

0
0
3
 

*
*

*
 

0
,0

0
0
7
 

*
*

*
 

0
,0

0
0
7
 

*
*

*
 

0
,0

0
0
3
 

*
*

*
 

0
,0

0
0
3
 

*
*

*
 

  
 α

3
 (

3
1

-3
6

5
 d

ay
s)

 
0

,0
0

0
4
 

*
*

*
 

0
,0

0
0
2
 

*
*

*
 

0
,0

0
0
4
 

*
*

*
 

0
,0

0
0
4
 

*
*

*
 

0
,0

0
0
2
 

*
*

*
 

0
,0

0
0
2
 

*
*

*
 

  
  

  
  

  
  

  
  

  
  

  
  

  

F
ir

st
-l

ev
el

 v
a

ri
a

b
le

s 
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  

  
 M

al
e 

(r
ef

. 
=

 f
e
m

al
e)

 
 

 
0

,9
4

1
 

 
 

 
 

 
0

,9
4

0
 

 
0

,9
5

0
 

 
  

 A
g
e 

o
f 

th
e 

m
o

th
er

 
 

 
 

 
 

 
 

 
 

 
 

 

  
  

  
- 

y
o

u
n

g
er

 t
h
a
n
 2

0
 (

2
0

-3
4

 =
 r

ef
.)

 
 

 
1

,1
7

3
 

 
 

 
 

 
1

,1
8

2
 

 
1

,1
9

1
 

 
  

  
  

- 
3

5
 a

n
d

 o
ld

er
 

 
 

0
,8

1
3
 

 
 

 
 

 
0

,8
3

4
 

 
0

,8
3

2
 

 

  
 N

u
m

b
er

 o
f 

o
ld

er
 s

ib
li

n
g
s 

 
 

1
,1

1
5
 

*
*

*
 

 
 

 
 

1
,1

1
5
 

*
*

*
 

1
,1

1
6
 

*
*

*
 

  
 S

h
o

rt
 b

ir
th

 i
n
te

rv
al

 (
2

4
 m

o
n
th

s 
o

r 
le

ss
) 

 
 

1
,3

5
5
 

*
*

 
 

 
 

 
1

,3
5

5
 

*
*

 
1

,3
7

6
 

*
*

 

  
 

 
 

 
 

 
 

 
 

 
 

 

S
ec

o
n

d
-l

ev
el

 v
a

ri
a

b
le

s 
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  
IR

R
 

  

  
 O

cc
u
p

at
io

n
 o

f 
th

e 
fa

th
er

 
 

 
 

 
 

 
 

 
 

 
 

 
  

  
  

- 
u
n

k
n
o

w
n

 (
re

f.
 =

 f
ar

m
er

s)
 

 
 

2
,3

6
0
 

*
 

 
 

 
 

2
,2

2
2
 

*
 

2
,2

1
8
 

*
 

  
  

  
- 

h
ig

h
er

 a
n
d

 m
id

d
le

 c
la

ss
 

 
 

1
,5

1
3
 

 
 

 
 

 
1

,4
5

3
 

 
1

,4
5

5
 

 

  
  

  
- 

w
o

rk
er

s 
 

 
1

,7
4

3
 

 
 

 
 

 
1

,6
3

6
 

 
1

,6
5

3
 

 

  
 #

 s
ib

li
n
g
s 

o
f 

m
o

th
er

 d
ie

d
 

 
 

 
 

 
 

 
 

 
 

 
 

  
  

  
- 

as
 i

n
fa

n
ts

 
 

 
 

 
1

,1
3

8
 

*
 

 
 

1
,1

3
2
 

*
 

 
 

  
  

  
- 

in
 p

er
in

at
al

 p
er

io
d

 (
0

-7
 d

a
y
s)

 
 

 
 

 
 

 
0

,9
9

5
 

 
 

 
0

,9
5

0
 

 
  

  
  

- 
in

 n
eo

n
at

a
l 

p
er

io
d

 (
8

-3
0
 d

ay
s)

 
 

 
 

 
 

 
1

,8
2

4
 

*
*

 
 

 
1

,8
9

5
 

*
*

 

  
  

  
- 

in
 p

o
st

n
eo

n
at

al
 p

er
io

d
 (

3
1

-3
6

5
 d

ay
s)

 
 

 
 

 
 

 
1

,1
4

1
 

 
 

 
1

,1
4

4
 

*
 

  
  

  
  

  
  

  
  

  
  

  
  

  

F
ra

il
ty

 t
er

m
 

  
  

  
  

  
  

  
  

  
  

  
  

fr
ai

lt
y
 v

ar
ia

n
ce

  
0

,9
2

1
3
 

  
0

,7
0

9
8
 

  
0

,8
9

5
1
 

  
0

,8
5

7
9
 

  
0

,6
9

6
2
 

  
0

,6
4

4
1
 

  
  

 p
-v

al
u
e
 

<
0

,0
0

1
 

 
<

0
,0

0
1
 

 
<

0
,0

0
1
 

 
<

0
,0

0
1
 

 
<

0
,0

0
1
 

 
<

0
,0

0
1
 

 

  
  

  
  

  
  

  
  

  
  

  
  

  

M
o

d
el

 s
ta

ti
st

ic
s 

 
 

 
 

 
 

 
 

 
 

 
 

  
 W

al
d

 c
h
i²

 (
p

 <
 0

.0
0

0
1
) 

6
.3

3
5
,5

3
 

 
6

.5
8

3
,9

4
 

 
6

.4
1

9
,7

2
 

 
6

.5
2

0
,6

3
 

 
6

.6
3

9
,3

6
 

 
6

.8
0

8
,0

1
 

 

  
 d

eg
re

es
 o

f 
fr

ee
d

o
m

 
3

 
 

1
1
 

 
4

 
 

6
 

 
1

2
 

 
1

4
 

 
  

 N
 (

o
b

se
rv

at
io

n
s)

 
3

.7
8

8
 

 
3

.7
8

7
 

 
3

.7
8

8
 

 
3

.7
8

8
 

 
3

.7
8

7
 

 
3

.7
8

7
 

 

  
 N

 (
m

o
th

er
s)

 
3

3
2
 

  
3

3
2
 

  
3

3
2
 

  
3

3
2
 

  
3

3
2
 

  
3

3
2
 

  

*
(p

 <
 0

,1
0

) 
*
*
(p

<
0

,0
5

) 
*
*
*
(p

<
0

,0
1

) 
  



 

87 
 

the above variables in model 2 explain almost a quarter (23 per cent) of all variance in infant 

mortality between families.  

Models 3 and 4 only use the variables of interest, the variables counting the siblings of 

the mother who died as an infant. In model 5 and 6, the controlling variables are introduced as 

well. When a mother lost siblings during the first twelve months of their life, her own children 

are about 14 per cent more likely to die per deceased sibling of her. The size of the effect is a 

little lower when controlling for variables important to the clustering phenomenon (13,2 per 

cent, model 6), but it is still (weakly) significant. This means that part of an infant’s survival 

chances can be predicted by his or her family history of infant mortality. This effect cannot be 

fully explained by the controlling variables. It makes the intergenerational effect an important 

determinant for infant mortality clustering. This determinant could be explained due to both 

social and biological causes. Splitting the deceased siblings of the mother in age categories 

reveals some remarkable results (model 4). When a mother had siblings that were stillborn, or 

who died in the first week (both are in the category ‘perinatal period’, 0-7 days old), it has 

very little or no effect on the incidence of death among her own children. However, after the 

first week the death of a sibling of a mother has a strongly significant, very predictive effect 

on the survival of her infants. Children with an aunt or uncle that died in the late neonatal 

period saw their mortality risks almost double (89,5 per cent increase in model 6). The effect 

is much lower, but still significantly present when these aunts and uncles died after the first 

month. It should be noted that perinatal deaths are known to be mostly attributed to genetic or 

biological characteristics of mother or child (miscarriages, being born as a twin or other 

causes of lower birth weights, congenital defects, etc.). The results presented in table 3.2.3 

(and most notably in model 4 and 6) do not reveal a strongly visible intergenerational 

transmission of these genetic causes. 

 A clearer view can be obtained by running separate models for infants in the three age 

categories: the perinatal period (model 7), the late neonatal period (model 8) and the 

postneonatal period (model 9), results are to be found in table 3.2.4. Fitting good models was 

not always possible: model 7, in which the survival chances of infants in their perinatal period 

are modelled, is not significant. Model 8, a similar configuration for the late neonatal period, 

is only weakly significant. Although no further conclusions can be made for the perinatal 

period, we see that mortality in the late neonatal period is correlated between generations, as 

is the case with mortality in the postneonatal period. The late neonatal deaths of siblings of 

the mother have a huge impact – more than seven times as much chance of dying – on her 

infants in the same age period (model 8). The effect of late neonatal deaths among a mother’s 
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siblings seems to reverberate with her postneonatal infants (model 9), although it is not 

significant. A mother’s siblings dying in the postneonatal period increase mortality risks for  

postneonatal children (model 9); with late neonatal children the effect is reversed, although it 

is not significant (model 8). A mother’s siblings who die right after birth, in the perinatal 

period, have no significant effect on the mortality risks of her own children, in neither of all 

three age categories. 

 

Table 3.2.4. Multilevel poisson models of the incidence rate of dying, per age group,  

district of Antwerp, 1846-1905 

  

Model 7  

perinatal 

Model 8  

neonatal 

Model 9  

postneonatal 

First-level variables IRR  IRR  IRR  

   Male (ref. = female) 0,748  0,545  1,100  

   Age of the mother       

      - younger than 20 (20-34 = ref.) 1,226  1,874  1,029  

      - 35 and older 1,648  1,104  *0,628*  

   Older siblings 1,117  1,030  ***1,124***  

   Short birth interval (24 months or less) 1,206  1,038  **1,532**  

        

Second-level variables IRR  IRR  IRR  

   Occupation of the father       

      - unknown (ref. = farmers) 1,253  1,131  **3,382**  

      - higher and middle class 1,556  1,303  1,653  

      - workers 1,004  1,796  2,107  

   # siblings of mother died       

      - in perinatal period (0-7 days) 1,286  0,475  0,928  

      - in neonatal period (8-30 days) 0,834  ***7,482***  1,693  

      - in postneonatal period (31-365 days) 1,156  0,695  *1,179*  

        

Frailty term       

   frailty variance 4,0751  0,3799  0,9189  

      p-value <0,001  0,321  <0,001  

        

Model statistics       

   Wald chi² 11,49  18,03  30,20  

   p 0,4035  0,0809  0,0015  

   degrees of freedom 11  11  11  

   N (observations) 1.333  1.232  1.222  

   N (mothers) 330   321   322   

*(p <0,.10) **(p<0,05) ***(p<0,01)   

 

After presenting the results in terms of explaining individual chances of infant mortality, it is 

equally instructive to look at the explanatory power of the models in terms of infant mortality 

clustering within families. Therefore we return to the models in table 3.2.3, and focus on the 
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gamma frailty variances of model 3 and 4 on the one hand, and model 5 and 6 on the other 

hand. The variances in model 3 and 4, as compared to the null model (model 1), show that 

both models 3 and 4 explain some infant mortality clustering. Model 5 and 6 allow us to 

assess whether these explained clustering overlaps with the clustering explained by the 

controlling variables. As expected, this is the case. Model 5 explains less clustering than the 

sum of the explained clustering by model 2 and by model 3; model 6 explains less than the 

sum of model 2 and 4 together. The drops in variance are not fully cumulative because the 

variables of interest explain partly the same clustering as the controlling variables. Moreover, 

model 5 barely explains more clustering than model 2, meaning that the variable ‘number of 

siblings of the mother dying during infancy’ does not explain much additional clustering than 

the controlling variables. When this variable is disaggregated into age categories (model 6), it 

does become meaningful for the clustering phenomenon. The age-specific deaths of a 

mother’s siblings explain differences between families that were not explained before. The 

family history of infant mortality is thus not only an important determinant of infant mortality, 

but it has additional explanatory power to the clustering phenomenon when compared to the 

controlling variables. 

 The gamma frailty variance not only captures the intra-familial dependency, but also 

has a direct interpretation in terms of the hazard ratio (for an application, see Guo 1993). A 

variance of 0,92 (model 1, table 3.2.3) means that if there is an infant death in the family, the 

index infant experiences a 92 per cent increase in risk of dying. These family effects as seen 

in model 1 are quite large, but diminish to 0,71 after inclusion of the controlling variables 

(model 2), because the controlling variables partly explain the intra-familial dependency. By 

extending the model with intergenerational effects (model 6), the residual familial effects 

further decrease to 0,64. Keeping all other factors constant, infants still have a 64 per cent 

increase in risk of dying when one of their siblings died. This residual familial effect remains 

unexplained. 

 Figure 3.2.3 visualises the explanation of clustering by assessing the gamma frailty 

variance for different variable configurations. The variance in the bottom bar, model 1, is the 

total amount of clustering present. We started with the full model (model 6), and dropped all 

variables from this model in a stepwise manner. Leaving out a variable from the model results 

in an increased gamma frailty variance, indicating the loss in explanatory power of a model 

without this variable for the clustering phenomenon. Leaving out all variables results in the 

total amount of clustering present. The less complete a model is, the more the increase in 

variance will be. Figure 3.2.3 shows that every variable – at least to some degree – explains 
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between-family differences in infant mortality. Among them, the age-specific deaths of a 

‘mother’s siblings’ seems a relative strong component in explaining clustering. 

 

Figure 3.2.3. Explanatory strength of some variables for the clustering phenomenon  

by stepwise reduction of model 6 

 

* ‘mother’s siblings’ refers to the age-specific deaths of the siblings of the mother 

 

3.2.5. Conclusion 

The aim of this study was to re-examine the role of mothers in the historical clustering of 

infant mortality in certain families. Most scholars focus on determinants measured at the level 

of the single household, mostly on the level of the mother. This study tried to look beyond 

that single household by comparing mortality in different generations of the same family. 

More specifically, death risks of the siblings of a mother during infancy were compared with 

death risks of her own infants. 

 Our results show, firstly, that mortality risks are correlated between generations along 

the maternal line. Age-specific analyses revealed that the age at death is determining for the 

intergenerational transmission of mortality risks. When deaths occurred more than one week 

after birth, the mortality risk was transferred to the next generation. Especially late neonatal 
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deaths (second up until fourth week after birth) are very predictive. Infant death risks are thus 

affected by the family history of infant mortality. 

 Secondly, our findings also demonstrate that this intergenerational mortality pattern is 

an important determinant for infant mortality differences between families, or the clustering 

of infant death. The intergenerational effects on infant mortality clustering are not explained 

by the age of the mother, the gender of the child, the birth interval with the previous birth, the 

birth order, or the socio-economic status of the father; factors which are put forward in the 

literature in order to explain clustering. 

 Our figures on the intergenerational effects by age at death reveal some information on 

the mechanisms that transfer deaths risks across generations. The intergenerational transfer of 

infant deaths seems to be caused mainly by determinants that emerge only after more than a 

week after birth, and are at their strongest during the second up until the fourth week after 

birth. After the first week of age biological causes and genetic predispositions are starting to 

loose their impact on death. Although the risk of dying as an infant is both socially and 

biologically determined, it is not dominantly transferred through the genes, but possibly more 

through behaviour. This is a statement that is very hard to prove, but it seems to be suggested 

by our age-specific analyses.  

 Lack of confirmation of this hypothesis is mostly caused by the correlation between 

postneonatal deaths in successive generations, which is weaker than expected. It is hard to 

point to behavioural explanations exclusively, as the strongest correlation is found with late 

neonatal deaths, a period in which other factors, such as specific genetic loadings or 

biological weaknesses, are still important. Therefore, and because of the absence of a clear 

distinction between what caused death, our study does not succeed in providing a conclusive 

answer on how mortality is transferred from one generation to the other. Nor do our results 

give a definite explanation of the clustering phenomenon. However, it does prove that an 

intergenerational approach is worthwhile, in that it provides an additionally, previously 

unstudied determinant of both infant mortality and death clustering, namely the family history 

of infant mortality.  

 Family and the family’s mortality history are important for an infant’s survival. Infant 

mortality cannot be understood properly when one does not take family into account. Family 

refers to more than the mother or even the mere household. It also includes intergenerational 

kin. Infant mortality is found to be transmitted through different generations, at least to some 

extent. Studying infant mortality in an intergenerational view can significantly improve our 

knowledge of the relative importance of the factors causing infants to die. 
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 The meaning of this newly-gained knowledge on clustering for our general 

understanding of infant mortality is not clear yet. Death clustering, and especially the 

intergenerational component in it, can help us to understand the mortality transition. This 

evolution from high to low mortality figures for both children and adults has been found in 

many countries as part of a range of processes, which are often called ‘modernization’. The 

decline of infant mortality has been explained from above: medical progress, better education 

of both doctors and midwives, increase in understanding of public health and a deliberate 

effort to improve it, etcetera led to an improved health awareness of both medical personnel 

and mothers. This in turn, combined with social progress of these mothers, led to an increase 

in infant health and a reduction in their mortality. Before the transition, there is evidence of 

strong familial differences in infant mortality, which – as we were able to show with this 

study – persisted from one generation to the other. A better understanding of how these risks 

are transmitted through generations would be very helpful in understanding how the mortality 

transition took shape, and how it diffused to different families. Besides only factors outside 

the family, clustering may point to the transmission of risks within families as well. 
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3.3 
 

USING DEATH CLUSTERING IN AN ATTEMPT TO REASSESS 

THE IMPACT OF MEN ON INFANT MORTALITY 

An intergenerational approach 
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3.3.0. Abstract  

This paper shows that death clustering, the unequal distribution of young age mortality 

between families, can be used to better our understanding of the mechanisms causing infant 

deaths. Applying concepts (high-risk families) and methodology (multilevel approach) of 

death clustering, patterns of infant mortality were studied between generations along the 

paternal line. Using a rich multigenerational database sampling 19
th

 century Antwerp 

(Belgium), mortality in the postneonatal period (one month of age onwards) was found to be 

transmitted across generations. However, deaths very soon after birth were found to enhance 

survival chances of newborns in the next generation. Fathers, who were a child in one 

generation and parent in the next, must have played a key role, linking deaths between 

generations. We believe the possible mechanisms at play are intergenerational transmitted 

paternal care, as well as biological selection close after birth. 

 

Keywords 

death clustering – infant mortality – intergenerational transmission – fathers – parental care 

 

3.3.1. Introduction 

The goal of this paper is to explore an alternative way in which a father can affect infant 

mortality. The focus is on the caretaking responsibilities of the father. Parents’ abilities to take 

care of children, the parental (in)competence (or ignorance), is mentioned as a likely cause of 

existing differences in young age mortality between families. Qualitative evidence by Das 

Gupta (1990), for example, confirms the importance of this factor in contemporary societies. 

For historical populations Edvinsson et al. (2005) argue that care-giving capabilities probably 

explain more of these differences than genetic heredity, although they find no link with the 

(mother’s) educational level. Remarkably, Das Gupta as well focuses her research on the 

competence of the mother instead of on both parents, along with many other researchers 

concerned with parental care and young age mortality. Indeed, little is known on how fathers 

interact with the survival or death of their children, especially for historical populations. 

 That does not mean that the father is always neglected in studies on (historical) young 

age mortality. Characteristics of the father are commonly used to obtain an indirect measure 

of an aspect of the mother-child relationship. For example, many historical populations lack 

the sources to value the level of the education, the relative social status or economic power of 

the mother (Hill 1993; Szelenyi 2001). Therefore, it has become common practice to turn to 

the father, and to use his occupational title to incorporate the whole family into a social class 
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(Britten & Heath 1983). The real impact of the father on infant mortality, according to the 

attention given to it in the literature on historical demography, seems to be connected with his 

mere presence. There is a whole branch of studies devoted to the absence of the father in the 

family, and the distress it causes, such as an increased risk for infants to die (an overview in 

Sear and Coall 2011). Still, there is relatively few attention for the role of fathers in young age 

mortality. 

 One of the main causes for this lack of attention is that it is commonly agreed upon 

that in the past taking care of the children was mainly a mother’s task. While the mother took 

care of the household and raised the children, the father had a breadwinning role (Shorter 

1975; Simonton 1998). This strict gender division is often perceived as absolute. However, it 

is hard to believe that fathers had no direct impact on the survival of their children. This study 

therefore tries to assess the effect of paternal care on infant survival. 

 

3.3.2. A gendered parental care 

Evolutionary anthropologists studying hunter-gatherer societies consider biparental 

investments in offspring a peculiarity specific to the human species (Kaplan 1994). In contrast 

to other species, women have to raise several dependent children at the same time. It takes 

additional adults to make all the investments necessary to raise these children worthwhile. A 

dominant view is that the husband assists his wife, resulting in an interdependence of men and 

women in the human reproductive strategy (Lovejoy 1981). However, it proves to be difficult 

to confirm this empirically. In general women do not seem to be as dependent on men as we 

think (Hawkes, O’Connell and Blurton Jones 1997). Men’s investment is only supporting, and 

not very necessary per se. Their main role is therefore theorized as to allow women to reduce 

their own parental investments, in favour of increasing those in fertility (Winking 2006). 

Men’s auxiliary role might as well be played by another (kin-related) adult. This alternative to 

paternal care is sometimes even more efficient, e.g. in the case of grandmothers (Hawkes et 

al. 1998). 

 Similar considerations are found in literature on populations from the 19
th

 century 

past, where the role of the father is often studied through the impact of his death. According to 

Beekink, Van Poppel and Liefbroer (2002) the loss of a father can affect the health of his 

children in multiple ways. Fathers, it is argued, are the main breadwinners, and their deaths 

deprive the surviving family members from a major share – if not all – of a family’s income. 

This is the most direct and most visible impact. Also, if fathers were the primary maintainer 

of a social network, the loss of this social safety net may isolate the family in times where 



 

96 
 

help might come most useful. Another mechanism explains the health impact on the child 

through the spouse. The emotional and psychological consequences of the death of a partner 

might negatively affect the functioning of a mother, and thus the health of her children. As 

with hunter-gatherer societies, these mechanisms are not often found to have an empirical 

historical basis. The majority of studies do not find any (significant) relation between the loss 

of a father and child survival, especially not when only very young children are studied (see 

literature reviews in Sear and Mace 2008; Sear and Coall 2011). Besides, women in historical 

populations might be less dependent than we think, even on the economic level. Although 

often underregistered in historical sources, women from the past did have a clearly defined 

economic role (Simonton 1998; Tilly and Scott 1978). 

 Parental care is thus mostly considered as a mother’s concern, where fathers seem to 

play a supporting role of minor importance. The loss of a father, and the termination of his 

contribution, does not always result in noticeably altered child survival chances. In the past 

families could probably cope with this kind of distress by increasing the maternal investment, 

or by receiving a helping hand from outside the household. Kin members, such as 

grandparents, aunts, etcetera, came to aid. In some cases institutions turned the tide, by 

providing (financial) support to widows. Parental care, at least in some cases, was replaceable. 

This makes it very difficult to study the role of fathers on child survival, when solely looking 

at the effect of his death. It is necessary to find another way to assess the effect of fathers on 

infant survival. The problem hereby lies in disentangling parental care into a maternal and a 

paternal component, since the latter tends to be compensated by the former in order to 

maintain the total level of care. 

 

3.3.3. Infant mortality in an intergenerational perspective 

When solving the problem of the intertwined role of mother and father in parental care, we 

need to be able to measure aspects of this care that can only be attributed to one of either 

parents. Especially for the father this is almost impossible. It is very hard to find 

characteristics of the father that solely affect his impact on child survival, and at the same 

time do not affect the impact of the mother. This is where the intergenerational transmission 

of deaths from a familial perspective becomes useful. 

 Recent studies have revealed the existence of a disproportionate spread of (young age) 

mortality within families, called ‘death clustering’, both in contemporary (Das Gupta 1990, 

1997) and in historical populations (Lynch and Greenhouse 1994; Edvinsson et al. 2005). 

Much has yet to be discovered about this phenomenon, and its meaning for our general 
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understanding of young age mortality is unknown to date. Although many aspects still remain 

uncovered, there seems to be some general awareness that clustering might alter our 

interpretations of mortality, at least for historical populations (Edvinsson et al. 2005; Janssens, 

Messelink & Need 2010). Until now the description and causes of this phenomenon received 

a lot of attention, but the complete picture of its determinants and impact on our current 

knowledge remains unclear. 

 In an earlier study we explored intergenerational patterns of infant mortality as a 

possible cause for clustering (see chapter 3.2). Infants were found to be more likely to die if 

they had aunts or uncles (along the maternal line) who also died at young ages. Infant death 

risks were thus found to be inherited between generations along the same (maternal) pedigree. 

Some families have a genealogical history of high infant mortality, while others do not, which 

was found to be one of the causes for differences in infant mortality between those families. A 

similar scope can be applied to study infant deaths along the father’s pedigree. If deaths in the 

father’s family of origin are connected with the deaths of his own children, it points to a role 

of the father in infant mortality, aside from the role of the mother. 

 This paper uses the concept of death clustering to answer some questions on the 

mechanisms of infant mortality in the past. This is done by constructing a theoretical 

framework around the family in which the child grew up, instead of around the individual 

child. Within this framework we focus on the father, and link his parental role to all children 

simultaneously. His role is separated out from that of the mother by involving his family of 

origin in the survival chances of his children. We will thus analyse infant survival chances 

while taking familial clustering into account, hereby making use of the correlation of infant 

deaths between generations. 

 The unequal spread of child deaths between families creates a group of families with 

an increased child mortality, so called ‘high-risk families’ or ‘high-mortality families’ (for a 

discussion: see chapter 3.1). Consequently, there is also a group of families with reduced 

infant mortality. Not all children in high-mortality families die young. Some of them survive, 

and start families of their own. Their experience of growing up in a high-mortality family 

might affect the survival chances of their own children. Their siblings might have died as a 

consequence of specific parental care (or the lack of it), and (in)competence of the parents. 

Although this does not often result in an immediate death, it wears down the fitness of the 

child, ultimately, after several weeks or months, resulting in the death of the child. An 

important component of parental care is the amount of breastfeeding a mother gives to her 

children. If this is only limited, or is replaced by unpasteurized cow milk too soon, it can 
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negatively affect child health. Breastfeeding, along with other childcare practices such as 

simple hygiene measures like washing hands, is something that parents learn from their own 

parents. If a tradition of insufficient parental care is passed on from parent to child, the 

resulting child deaths might be found between generations as well. This is already confirmed 

for mothers and their daughters in a previous study (see chapter 3.2). If a similar correlation is 

found between children deaths, and deaths at young ages in the father’s pedigree, this can be 

caused by the means of similar traditions of insufficient childcare practices. 

Care practices are usually associated with the mother-daughter relationship, but an 

intergenerational transmission of death risks along the paternal lineage linked with bad 

parental care suggests that the fathers also play a role in how childcare takes place, e.g. by 

imposing his will on when and how frequent a mother gives breast. If present, this role of the 

father is hypothesised to be weaker than the role of the mother. Unfortunately, with our data it 

is not possible to investigate the impact of deaths in the previous generation along the 

maternal and the paternal lineage simultaneously, so we cannot directly compare the strength 

of intergenerational transmission along both maternal and paternal lineages. 

 Aside from a behavioural component, biology might also play a role. Deaths of 

children can be transmitted between generations because of shared biological weaknesses that 

make the child vulnerable. If genetic they can be inherited from one generation to the other. In 

other words, genes transferred from fathers to their children can invoke an increased death 

risk. A genetic transmission between generations can affect infant survival chances both in a 

positive and in a negative way. If a father’s siblings died early on, it can mean he and his 

siblings share weaker genes, which in turn can be inherited by his children. On the other hand, 

since the father himself survived his early childhood, it can also mean that there is a selection 

effect in his family whereby the ones with weaker genes die early on, leaving the biologically 

stronger kids alive. This might result in children having higher survival chances at young ages 

than the siblings of their father had, because of the natural selection in the father’s early 

childhood. Deaths that have pure genetic or biological causes tend to manifestate themselves 

very early on, in the first weeks or even first days after birth. If there is a visible (i.e. 

significant) biological correlation in survival chances between generations, it would show up 

mostly among perinatal (first week) and late neonatal (second up until fourth week) infants. 

This study is restricted to infants, whereby infancy is defined as the first twelve 

months of life. The central question is whether mortality in this group can be predicted by 

infant mortality in the previous generation from the father’s side. Survival chances are 

expected to be lower among children from fathers who had siblings that died during infancy. 



 

99 
 

To further elaborate on the causes of this relation, the results will differentiate between infants 

in the perinatal (first week after birth), late neonatal (8 up until 30 days after birth) and 

postneonatal period (first month onwards), both for the observed children as for their aunts 

and uncles: the siblings of the father. If biological causes, which tend to show up right after 

birth, are of importance in the intergenerational transmission of infant mortality risk, a 

correlation can be expected among perinatal survival chances between the two generations. If 

infant deaths are caused by the quality of the parental care, this correlation is expected to be 

found mainly in the postneonatal groups. 

 

3.3.4. Data and sample selection 

This study uses data from the Antwerp COR*-database, release August 2010 (Matthijs and 

Moreels 2010). The database is built with individual, longitudinal data from the Belgian 

population registers and Civil Registration (birth, marriage and death certificates). The 

temporal scope is 1846-1920, marked by the availability of the sources and nowadays’ 

privacy regulations. The geographical focus is the district of Antwerp, a densely populated 

1.000 square kilometre area in the north of Belgium, consisting of the port city of Antwerp 

and the surrounding countryside, in total another 61 municipalities. For this area a name 

sample was taken: all individuals with a family name starting with the letters COR* were 

selected (such as Cornelis, Corthals, Correwyn, etcetera), as well as their cohabiting relatives. 

The sampled letter combination was tested to be representative as for geographical spread and 

a number of sociodemographic characteristics, such as sex, marital status, social status and 

concentration of migrants (Van Baelen 2007). As long as these people were present within the 

temporal and regional frame, individual life courses were reconstructed, ideally from birth 

until death, including information on occupation, marriage, migration and reproduction. This 

yields a total of over 33.000 individuals, roughly one third of them having a COR* family 

name (resulting in nearly 800 different COR* family names). The choice for a name sample 

leads to the inclusion of many kin relations within the database. Combined with the 

longitudinal approach it makes the data most suitable for intergenerational research. 

 This study restricts itself to the period 1846-1906. The Belgian population register 

starts in 1846, marking the start of this study. The choice of truncating the study at 1906 is 

based on the availability and reliability of the collected death certificates: not all death 
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certificates later than 1906 were (publicly) available at the moment of data collection.
9
 All 

individuals born between 1846 and 1905 were selected, and followed until they reached their 

first birthday, or until they were censored due to death or outmigration during infancy. 

Stillbirths were selected as well, and they were treated as perinatal deaths. If individuals were 

born outside of the sample area, they were followed from their immigration into the sample 

area onwards. Then for all these individuals the sibling composition was reconstructed as 

accurately as possible. Siblings born outside of the study’s time frame, although not included 

as observations, were accounted for in the family reconstitution. Furthermore the amount and 

birth order of siblings of the father were reconstructed as well. Only children with a surviving 

father were selected. Where confusion can arise they will be called ‘reference children’, as 

compared to the childhood periods of siblings of the father, which are the aunts and uncles of 

the reference children. For illegitimate children (i.e. children from an unmarried mother) it is 

often hard to trace the father, therefore they were not included in the study. Since the focus is 

on the survival chances of the siblings of the father, children from fathers without siblings 

were dropped from the study.  

 

Table 3.3.1. Mortality by age interval, Antwerp sample, 1846-1905 

age interval # of deaths 

(proportion) 

# of children* 

 

mortality rate 

(per 1000 births) 

per diem risk of 

dying  

(per 1000 births) 

perinatal  

     (0-7 days) 

59 

(0,17) 

1.756 

 

34 4,80 

late neonatal  

     (8-30 days) 

41 

(0,11) 

1.674 

 

24 1,06 

postneonatal  

     (31-365 days) 

257 

(0,72) 

1.634 

 

157 0,47 

total 367 

(1,00) 

1.767 

 

208 0,55 

* #of children = (number of births + number of immigrations) – (number of deaths + number of emigrations) 

 

These operations yield a total of 1.767 infants, and 408 different fathers. From this selection, 

367 infants, or 208 per 1.000 births, spread across 183 different fathers, died before they 

reached age one (stillbirths included), which is a little more than the national population 

average during 1846-1905, a constant 175 per 1.000 (Masuy-Stroobant, 1983; own 

                                                           
9
 The collection of death certificates was done in the summer of 2007. The Belgian privacy law states that civil 

registration is not publicly accessible for non-kin members for a period of 100 years. Therefore death certificates 

were collected up to 1906. 
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calculations).
10

 Table 3.3.1 shows the distribution of deaths and infant risks in three different 

age intervals: the perinatal period (0-7 days since birth, stillbirths included), the late neonatal 

period (8-30 days since birth), and the postneonatal period (from 31 days since birth 

onwards). Despite the (per day) risk of death being the highest right after birth, and declining 

as the child grows older, both the absolute number of deaths and the mortality rate are the 

highest in the postneonatal period, since this is by far the longest period. The number of 

children is not declining in function of the number of deaths, since the sample of infants is not 

a stable population, but one with both immigration and emigration. Migration was accounted 

for by calculating the population at risk based on the actual number of observed infants in 

every age category. Some descriptive results on the amount of infant deaths per family 

according to infant deaths in the paternal pedigree can be found in table 3.3.2. 

 

Table 3.3.2. Infant deaths related between generations, Antwerp sample, 1846-1905 

 Siblings of father who died as an infant 

Infant deaths in family 0 1 2 3 4 5 

6 or 

more 

Total 

families 

Percentage 

of families 

0 129 52 9 11 6 3 3 213 52,2 

1 37 14 8 3 0 2 0 64 15,7 

2 32 12 7 5 3 1 0 60 14,7 

3 25 3 4 2 0 0 0 34 8,3 

4 13 2 0 1 0 0 0 16 3,9 

5 4 1 0 0 1 0 0 6 1,5 

6 or more 6 3 1 2 2 1 0 15 3,7 

Total 246 87 29 24 12 7 3 408 100,0 

Percentage of families 60,3 21,3 7,1 5,9 2,9 1,7 0,7 100,0  

 

3.3.5. Methodology 

An well-known aspect of childhood mortality is that mortality risks typically decrease with 

age. The highest risk for an infant to die is right after birth. This risk decreases at a declining 

rate: mortality chances drop very quickly in the first weeks, but are close to stable at the end 

of infancy. This known evolution of the ‘hazard’ of infant death has methodological 

consequences which should not be ignored. When studying the timing of death, it is necessary 

to account for the fact that death risks are not constant, but decreasing as time since birth has 

elapsed. Therefore a survival analysis approach is chosen: the piece-wise constant exponential 

(PCE) model (Yamaguchi 1991). In this model the time during which a process is observed is 

                                                           
10

 Belgian infant mortality only starts to decline as late as 1900, while the second half the nineteenth century is 

characterized by what is called ‘the absence of an evolution’ (Masuy-Stroobant 1983). 
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split up into several intervals, or ‘pieces’, each having a different constant. Aside from this 

constant, covariates are assumed to have the same influence in each interval. Their prediction 

of the dependent variable, here the death of an infant, is estimated using Poisson regression. 

In PCE models the Poisson approach allows intervals to have variable lengths, making this 

approach superior to the more common logistic regression. The PCE model is especially 

useful when the outcome of the dependent variable, the risk of an infant death, is known to be 

varying across intervals, as is the case with infant mortality, where death risks gradually 

decrease across intervals. The cut-off points that separate the pieces can be chosen freely. 

This study splits every child’s infancy in three intervals: from birth onwards including the 

first week (“perinatal”), from the eighth day after birth until the end of the first month (“late 

neonatal”), and the remaining eleven months until the end of infancy (“postneonatal”). 

Stillbirths are included as observations in the perinatal interval. 

 

Figure 3.3.1. Kaplan-Meier graph of infant survival, Antwerp sample, 1846-1905 

 

 

A second peculiarity of this study, also one with important methodological consequences, is 

the nested structure of the data. Due to the sampling technique there are several observed 

children who share the same father. Characteristics such as his occupation or the survival of 

his siblings affect all his children at the same time, each of them being individually analyzed. 

In statistical terminology, several observations (children) are nested within the same group 
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(offspring sharing a father). Therefore a multilevel approach of the PCE model is used (Rabe-

Hesketh & Skrondal 2008). Multilevel techniques allow for two error terms: one on the 

individual level and one on the level of the group (Luke 2004). Also the model intercept is 

allowed on both the individual level and on the group level. Error terms and intercepts on the 

group level (‘random’ errors and intercepts) take on the same value for observations in the 

same group (children from the same father), but are different for observations from different 

groups (children with different fathers). On the individual level both error terms and random 

intercepts (‘fixed’ errors and intercept) are different for every observation, independent from 

their group membership. Usually the nested structure of data is seen as a nuisance, and by 

using multilevel techniques we try to get rid of this nuisance. Here the multilevel approach 

has an additional advantage. Since the random intercept varies across groups (or fathers), its 

variance is a measure of the differences across these groups. This variance can be used as a 

direct measure for the spread of infant mortality across families, or death clustering. The 

higher the variance, the more clustering in the data. Adding variables that explain inter-

familial differences in mortality leads to a decrease in variance, or a decrease in clustering. 

When the variance is zero, there is no unexplained clustering left. Therefore a random 

intercept will be included in the PCE model. 

 A major downside of this approach, a PCE model with a random intercept, is that 

effects are estimated to play an equal role across all ages, after taking into account an age-

specific constant. When a father lost his infant siblings, it is assumed that this has an equal 

effect on his children in the perinatal, the late neonatal and the postneonatal interval. This 

assumption might not be fully correct. Children might be affected more in certain intervals 

than in others. Therefore, for every ‘piece’ or age interval a separate model is needed, in 

which is checked whether covariates do have similar effects across ages. 

 In all models the dependent variable is whether or not a child dies within a given age 

interval. The explanatory variable of interest denotes how many siblings of the father die 

during infancy. Additional variables count the number of siblings of the father that die during 

a specific period of infancy. As to periods the perinatal, the late neonatal, the postneonatal 

categories are discerned, analogous to the age intervals of the observed children in the 

dependent variable. Their effect on infant survival is controlled for several indicators known 

to affect infant mortality. They are family-specific, and might be transferred through 

generations, causing spurious relationships between infant deaths in the father’s family of 

origin, and among his own children. The sex of the child and whether or not the child is a twin 

birth are such indicators. Infant boys tend to have slightly higher mortality risks than infant 
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girls, because of a biological disadvantage (Tabutin and Willems 1998). Twins are known to 

have on average lower birth weights, which raises mortality risks, especially in a low-quality 

medical care environment such as the 19
th

 century past. A third indicator is the family size, 

which is measured through the amount of older siblings a child has, which is the family size at 

birth of the reference child, as well as a measure of its birth order. Children with higher birth 

orders are more likely to die, not only because of preferences for the firstborns, but mostly 

because the increased family size creates a problem of resource dilution (Knodel and 

Hermalin 1984). Resources, both material and emotional, diminish (or ‘dilute’) if they have to 

be spread across more individuals, turning a family into a stressful environment of resource 

competition (Blake 1981). A last but very important controlling variable is the socio-

economic status of the father. Its importance lies with the amount of attention the literature 

has devoted to socio-economic differences in infant mortality. Intergenerational social 

mobility is low in the 19
th

 century (Van Bavel et al 2011), so a father’s status is likely to be 

correlated across generations. Social classes are constructed based on the occupational titles, 

which are standardized using the HISCO format (Van Leeuwen, Maas and Miles 2002), and 

transferred to a reduced form of HISCLASS, a social class scheme for historical populations 

(Van Leeuwen and Maas 2011). Also the age of the father was considered, but adding this 

variable did not significantly improve the model fit, nor did it have significant effects, so it 

was dropped from further analysis.  

 

3.3.6. On death clustering in Antwerp 

 

Table 3.3.3. Clustering of age-specific infant deaths, Antwerp sample, 1846-1905 

age interval # of observations # of fathers 

 

random intercept 

variance 

p 

infancy 

     (0-365 days) 
5.064 408 0,689 <0,001 

perinatal  

     (0-7 days) 
1.756 405 4,561 <0,001 

late neonatal  

     (8-30 days) 
1.674 400 0,582 0,191 

postneonatal  

     (31-365 days) 
1.634 399 0,829 <0,001 

 

Before turning to the multivariate analyses, first the role of death clustering within the 

Antwerp district is assessed. Therefore mortality risks were modelled in the multilevel PCE 



 

105 
 

framework, but without covariates, which yields the results shown in table 3.3.3. The number 

of observations refers to the number of age intervals in the analysis. A surviving, non-

migrating infant typically has three observations, referring to the three age intervals during 

which the infant was observed. The random intercept variance gives an idea of the amount of 

death clustering. If this variance is very likely to differ from zero (p < 0,05), then there are 

significant differences between families in infant mortality. The biggest infant mortality 

differences between families are found in the perinatal group, which means that perinatal 

deaths are more clustered in families than late neonatal or postneonatal deaths. First-week 

mortality is very unequally distributed across families. The value for the late neonatals is not 

significant, which means that it cannot be concluded that there actually are differences 

between families for mortality within this age interval. Late neonatal deaths are probably 

distributed quite randomly. This is not the case with the postneonatal deaths, where there is 

significant death clustering present, but postneonatal deaths are more equally distributed than 

perinatal deaths. 

 

Figure 3.3.2. Residual variance in infant mortality between families, given covariates 
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The random intercept variance can not only be used to confirm the existence of family-level 

infant mortality differences. It is also a useful tool to directly calculate the relative importance 

of explanatory variables for the clustering phenomenon. Therefore the random intercept 

variance of a model with a single explanatory variable is compared to the same variance in the 

null model, i.e. a model without covariates (which, for all infants, can be found in table 3.3.3). 

The results are presented in figure 3.3.2. The horizontal line represents the variance of the 

random intercept from the null model. The bars show the residual variance, after controlling 

for a single variable. The lower the bar, the more death clustering is explained by the 

corresponding variable. From this graph it is clear that the explanatory factors reducing most 

differences between families are ‘social class of the father’, ‘birth order’, and ‘the amount of 

siblings of the father that died in the postneonatal period’. The other factors, although 

important in explaining infant mortality, do not have a tremendous impact on the unequal 

spread of mortality between families. Figure 3.3.2 suggests that the intergenerational 

transmission of postneonatal deaths is a strong explanatory factor for the death clustering 

phenomenon. To understand the nature of this relationship, it is necessary to control for all 

variables simultaneously in order to rule out a spurious relationship caused by a third, 

intergenerationally transmitted factor. 

 

3.3.7. The intergenerational transmission of infant mortality risks 

Table 3.3.4 shows the results for the models where all age intervals are combined. Four 

models are presented, which differ in their different combinations of covariates. Models 1 and 

3 only include the variables of interest, models 2 and 4 also include controlling variables. In 

every model the age-specific constants are declining as the child is growing older, which 

corresponds to our knowledge of the infant mortality curve. For every variable in every model 

an incidence rate ratio (IRR) are estimated. They stand for an increased risk of dying when 

larger than one, or a decreased risk of dying when lower than one. In both model 2 and 4 there 

is a significantly increased mortality risk if the infant is born as a twin, or has a higher birth 

order. As to the occupation of the father, children from farmers have decreased risks of dying 

as compared to children from unskilled workers, although this effect is only weakly 

significant.  

As for the variables of interest, if a father had siblings who died during infancy, his 

own children have a 10 per cent increase in mortality risk, although also this effect is weakly 

significant. When adding controlling variables, the effect gets weaker, and loses even more 

significance. To further elaborate on this intergenerational effect, the siblings of the father are 
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counted in different age intervals. A very significant effect is found with siblings who died 

postneonatally, while no effect is found with the perinatal or late neonatal siblings. The weak 

transmission of infant mortality risk appears to be mostly due to a much stronger effect of the 

siblings of the father that die in the postneonatal period. Per sibling of the father dying after 

one month of age, the father’s own children have a 22 per cent increased mortality risk. Most 

of this effect stays after adding the controlling variables. This combination of variables, as 

shown in model 4, explains differences between families the best. 

 

Table 3.3.4. Multivariate results of the effect of father’s siblings’ survival on infant mortality 

(model 1-4), Antwerp sample, 1846-1905 

 Model 1 Model 2 Model 3 Model 4 

constant0-7days 0,0045  0,0040  0,0045  0,0040  

constant8-30days 0,0010  0,0009  0,0010  0,0009  

constant31-365days 0,0005  0,0005  0,0005  0,0005  

         

 IRR p IRR p IRR p IRR p 

male (ref.: female)   1,058 0,611   1,055 0,625 

twin   2,356 <0,001   2,336 <0,001 

birth order   1,074 <0,001   1,074 <0,001 

occupation of the father         

- unknown (ref.: unskilled)   0,817 0,303   0,833 0,349 

- elite   0,352 0,123   0,354 0,120 

- middle class   0,673 0,100   0,707 0,146 

- skilled labourers   0,667 0,155   0,699 0,203 

- farmers   0,659 0,093   0,649 0,082 

- low skilled labourers   0,727 0,213   0,778 0,324 

# of siblings of father that died         

- during infancy 1,104 0,067 1,097 0,079     

- perinatal period (0-7 days)     0,930 0,613 0,917 0,544 

- late neonatal period (8-30 days)     0,687 0,176 0,766 0,331 

- postneonatal period (31-365 days)     1,227 0,005 1,211 0,007 

group level variance 0,657 0,508 0,602 0,464 

Log Likelihood -1.851,54 -1.829,24 -1.848,93 -1.827,17 

pmodel  <0,001 <0,001 <0,001 <0,001 

N observations 5.064 5.064 5.064 5.064 

N fathers 408 408 408 408 

 

Infant death risks thus seem to be transmitted across generations along the father’s pedigree, 

but only if those deaths occurred to infants older than one month. As a consequence of the 

PCE approach this affects children at all age intervals equally. This assumption can be too 

strong, and the fact that the effects were small and not always significant can be an indicator 

of this. Therefore the next step is to check whether postneonatal deaths among a father’s 

siblings affects all his children, or only those that survive their first month as well. Therefore 
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separate models were run for every age interval the observed infants are in. Tables 3.3.5, 3.3.6 

and 3.3.7 show the results of the models for both the perinatal group (models 5- 8), the late 

neonatal group (models 9-12) and the postneonatal group (models 13-16), respectively. To 

make the results comparable to the ones in table 3.3.4, the same covariates were kept for all 

age intervals. 

 

Table 3.3.5. Multivariate results of the effect of father’s siblings’ survival  

on perinatal mortality, Antwerp sample, 1846-1905 

 perinatal interval (0-7 days) 

 Model 5 Model 6 Model 7 Model 8 

 IRR p IRR p IRR p IRR p 

male (ref.: female)   1,039 0,891   1,032 0,909 

twin   2,987 0,004   3,088 0,004 

birth order   1,093 0,061   1,093 0,063 

occupation of the father         

- unknown (ref.: unskilled)   0,444 0,163   0,452 0,181 

- elite         

- middle class   0,899 0,853   0,879 0,826 

- skilled labourers   0,289 0,152   0,284 0,156 

- farmers   0,397 0,228   0,394 0,224 

- low skilled labourers   0,866 0,809   0,838 0,775 

# of siblings of father that 

died         

- during infancy 0,838 0,282 0,819 0,242     

- perinatal period (0-7 days)     1,154 0,716 1,184 0,693 

- late neonatal period (8-30 

days)     0,575 0,533 0,754 0,760 

- postneonatal period (31-365 

days)     

0,775 

 

0,267 

 

0,723 

 

0,182 

 

group level variance 4,409 3,637 4,423 3,907 

Log likelihood -542,11 -532,45 -541,66 -532,01 

p (model) 0,282 0,040 0,589 0,087 

N observations 1.756 1.756 1.756 1.756 

N fathers 405 405 405 405 

 

Postneonatal mortality risks (results are found in table 3.3.7) are very clearly aggravated by 

being born as a twin or having a higher birth order. The sex of the child and the occupational 

status of the father do not yield significant results, besides a weakly significant positive effect 

of middle class children as compared to unskilled worker’s children in model 14. As to the 

intergenerational transmission of infant risks, postneonatal mortality is found to be positively 

correlated with infant mortality in the father’s family of origin (model 13 and 14). As 

expected, this is caused by siblings of the father who die after the age of one month (model 15 

and 16). Postneonatal mortality in the family of origin is thus transmitted to the next 
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generation, increasing postneonatal mortality risks among the children of a father. 

Postneonatal mortality is connected between generations. 

 

Table 3.3.6. Multivariate results of the effect of father’s siblings’ survival  

on late neonatal mortality, Antwerp sample, 1846-1905 

 late neonatal interval (8-31 days) 

 Model 9 Model 10 Model 11 Model 12 

 IRR p IRR p IRR p IRR p 

male (ref.: female)   0,932 0,824   0,941 0,847 

twin   1,328 0,613   1,360 0,579 

birth order   1,031 0,566   1,034 0,528 

occupation of the father         

- unknown (ref.: unskilled)   0,285 0,043   0,283 0,041 

- elite   1,129 0,908   1,099 0,927 

- middle class   0,660 0,454   0,803 0,691 

- skilled labourers   0,965 0,948   1,168 0,780 

- farmers   0,610 0,373   0,509 0,218 

- low skilled labourers   0,377 0,192   0,422 0,247 

# of siblings of father that 

died         

- during infancy 1,208 0,09 1,192 0,105     

- perinatal period (0-7 days)     0,453 0,105 0,401 0,065 

- late neonatal period (8-30 d)     0,783 0,680 0,936 0,911 

- postneonatal period (31-365 

days)     

1,557 

 

0,001 

 

1,562 

 

0,001 

 

group level variance 0,516 0,229 0,146 < 0,001 

Log likelihood -262,33 -258,34 -258,45 -253,97 

p (model) 0,090 0,459 0,007 0,066 

N observations 1.674 1.674 1.674 1.674 

N fathers 400 400 400 400 

 

The same approach is applied to the other age intervals of the reference children. Perinatal 

and late neonatal mortality among the siblings of the father were not found to influence infant 

mortality among his children. Are perinatal and late neonatal mortality maybe only 

transmitted to the perinatal, respectively the late neonatal age interval? These results are 

found in tables 3.3.5 and 3.3.6. According to the p-value of the models, not every combination 

of variables is a good fit for this data, especially not when studying only perinatal or late 

neonatal mortality. For example in the case of the perinatal age interval model 5 and 7 are not 

considered a good representation of the effects at play in the data. This can be caused by the 

lower number of observations, but also because it is, using the described advanced 

methodology, not mathematically possible to find a clear relationship between the infant 

mortality risks when the reference child is in the perinatal period. There is no significant 
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relation between infant deaths among the father’s siblings, and perinatal mortality risks of the 

reference children. Counting the father’s siblings according to their age intervals does not 

produce clearer results, nor does it make model 8 a significant improvement over model 6. 

This additional observation suggests the latter explanation, namely the absence of an 

intergenerational correlation in the perinatal period. 

 

Table 3.3.7. Multivariate results of the effect of father’s siblings’ survival  

on postneonatal mortality, Antwerp sample, 1846-1905 

 postneonatal interval (31-365 days) 

 Model 13 Model 14 Model 15 Model 16 

 IRR p IRR p IRR p IRR p 

male (ref.: female)   1,095 0,487   1,090 0,510 

twin   2,513 < 0,001   2,487 < 0,001 

birth order   1,081 0,001   1,080 0,001 

occupation of the father         

- unknown (ref.: unskilled)   1,027 0,904   1,054 0,809 

- elite   0,304 0,142   0,309 0,144 

- middle class   0,615 0,090   0,647 0,129 

- skilled labourers   0,715 0,310   0,742 0,363 

- farmers   0,717 0,238   0,712 0,232 

- low skilled labourers   0,688 0,215   0,747 0,335 

# of siblings of father that 

died         

- during infancy 1,153 0,018 1,144 0,023     

- perinatal period (0-7 days)     0,985 0,927 0,995 0,975 

- late neonatal period (8-30 d)     0,686 0,229 0,742 0,345 

- postneonatal period (31-365 

days)     

1,284 

 

0,002 

 

1,257 

 

0,005 

 

group level variance 0,778 0,617 0,721 0,581 

Log likelihood -1.037,29 -1.019,37 -1.035,03 -1.017,72 

p (model) 0,018 < 0,001 0,016 < 0,001 

N observations 1.634 1.634 1.634 1.634 

N fathers 399 399 399 399 

 

As to late neonatal mortality, a similar model fit problem arises as with perinatal mortality. 

Since model 10, containing infant deaths among the father’s siblings and control variables, is 

not a good fit, the focus goes directly to the age-specific deaths in the father’s family of 

origin. A very significant and very strong correlation is found between postneotal deaths in 

the previous generation and late neonatal mortality. Siblings of the father dying after one 

month increase the mortality risk of all children of the father from the age of one week 

onwards. An unexpected effect is found with perinatal deaths: if the siblings of the father die 

very soon after birth, his own children have a decreased risk of dying in the late neonatal 
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period. Although the effect is only weakly significant, it is remarkable nonetheless. Perinatal 

mortality risks do seem to be intergenerationally transmitted, although only to late neonatal 

(and not perinatal) mortality in the second generation, and in a contrary manner to what was 

expected: they increase late neonatal survival chances. There seems to be some positive 

selection in the perinatal age category. A possible explanation is that there is some kind of 

biological selection in the family of origin. If children survive the perinatal period in a family 

with an increased risk of deaths in that age category, they might be biologically stronger than 

their deceased siblings. When they become adult fathers with children of their own, their 

children might therefore have higher chances to survive their first month. While postneonatal 

deaths in a paternal pedigree increase a child’s postneonatal mortality risks, perinatal deaths 

in these previous generations on the other hand decrease early childhood mortality. This 

however does not cause any visible differences between families in late neonatal mortality 

(extremely low variance of the random intercept), not in model 10, nor in the total sample (see 

above, table 3.3.3). Perhaps interfamilial mortality differences are neutralized in the light of 

the opposite effects of perinatal and postneonatal deaths in the father’s family of origin. 

 

3.3.8. Conclusion and discussion 

The starting point of this study was fathers in the past and their role in the survival of their 

offspring. The literature is rather one-sided when discussing fathers and young age mortality. 

The focus is either on the distress caused by the loss of a father, or on the use of his 

occupation to position the whole family in a certain social class. Their actual role in mediating 

mortality risks is difficult to measure, especially for historical populations, since we lack clear 

indicators, and it is often entwined with the more important impact of the mother. 

 This study suggests a new, alternative approach to the study of the father-child 

relationship. This approach focuses on a specific paternal input that can be differentiated from 

the investments of the mother: his pedigree. Using concepts (high-risk families) and 

methodology (multilevel approach) of death clustering, patterns of infant mortality were 

studied between generations, and this along the paternal line. If mortality patterns persist from 

one generation to the other, this was perceived as an intergenerational transmission of 

mortality risk. The father is thus seen as a potential mortality risk transmitter. 

 This research found mortality to be transmitted through generations along the paternal 

line. Deaths in a family were unprecedentedly shown to affect the mortality risks of offspring 

of the surviving (male) children. In-depth, age-specific analyses revealed that this is mainly 

caused by an intergenerational correlation of deaths in the postneonatal period (one month 
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after birth and older). When a father had siblings who died during infancy, but after having 

survived their first month, his own offspring had higher death risks in the same age period. If 

his siblings died right after birth however, his children had strongly increased chances of 

surviving their first month.  

 Questions can be raised on how this transmission took place. No definite answers can 

be given, at least not with this research. However, our knowledge of age-specific mortality 

can point out some possible directions. Although there is no clear-cut distinction, purely 

biological causes of death (e.g. genetic weaknesses affecting birth weight and overall health, 

malformations, etcetera) tend to affect children very soon after birth, mostly in the very first 

weeks. Other, external causes such as parental neglect, insufficient care, lack of intensive 

breastfeeding, nutrition based on undiluted cow milk, etcetera, degrade health more slowly, 

which in some cases leads to death, often after the infant struggled several weeks for its 

survival. The main complication with these determinants of young age mortality is that they 

are not exclusively, yet dominantly, bound to certain age categories. Parental neglect can 

cause infants to die after several days already, while biological weaknesses can result in death 

only after several months (such as the sudden infant death syndrome). Moreover, the ‘nature’ 

and the ‘nurture’ aspects of mortality can interact, until they are indistinguishable from each 

other. Genes can cause infants to be less resilient to health shocks, caused by the lack or 

absence of good childcare. Nonetheless, given some caution, mortality patterns which are 

persistent in one age category, but are nonexistent in another, can be attributed to aspects of 

either ‘nature’ or ‘nurture’. These aspects, when transmitted across generations, form the basis 

of a transmission of infant deaths between generations. 

 Infant deaths were found to be transmitted across generations through the father. A 

father who sees his siblings die very soon after birth, has children which are strong enough to 

have an above average chance to survive their first month, which points to a biological 

positive selection. While something is causing his siblings to die early on, the father transmits 

a certain resistance to this risk, which makes his own children stronger. This resistance is not 

transmitted by fathers who saw their siblings survive the first month. The observation of the 

correlated postneonatal deaths points to a role of the father in transmitting the factors causing 

postneonatal deaths. The most common factor of postneonatal deaths is the lack of sufficient 

breastfeeding. Obviously the father has no direct role in this. It might however be possible 

that he took part in the decision on how to raise the child, or when and where the child could 

be breastfed. In the context of 19
th

 century Catholic Antwerp, where the church had a growing 

impact on private life, women were discouraged to breastfeed their children in public 
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(Meurkens 1984). Did the father take part in this normative discussion on a family level? This 

paper’s results cannot confirm this. However, his role in transmitting postneonatal infant 

mortality opposes the proposition that gender division was so strong that fathers had no 

affinity with childcare. 

Although it remains difficult to shed light on how fathers affected the survival chances 

of their infants, this paper’s quantitative evidence suggests that they indeed had a role of their 

own, aside from the mother: fathers were mediating infant mortality risks between one 

generation and the next. A deeper study of this intergenerational transmission is required to 

disentangle possible pathways of how this transmission might work. We hope this study 

provides the basic fundaments for a whole set of new questions. Is the intergenerational 

transmission of behaviour stronger in some social strata than in others? Does the age of the 

father at the birth of his children play a role in the intergenerational transmission of genes? 

And are some children more likely to mediate intergenerational transmission than others? 

Does sex and birth order play a role in this? 
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3.4.1. Death clustering, parental competence and the intergenerational transmission of 

death risks 

In 1990 Monica Das Gupta published her now often quoted paper on child mortality in rural 

Punjab, India. What made the paper so noticed, is her observation on the spread of child 

deaths across families. Deaths have a strong tendency to occur in a limited number of 

families. Later, these families have become known as “high-risk families” (Edvinsson et al. 

2005). In her 1990 paper Das Gupta already cited examples of several other developing 

regions where the existence of clustering was suggested. Her paper was followed by many 

others, who found evidence of death clustering in several regions of the developing world, 

such as – among others – Mali (Hill & Aguirre 1990), Guatemala (Guo 1993), Brazil (Curtis 

et al. 1993), Bangladesh (Saha & van Soest 2011; Zenger 1993), and Kenya (Zaba & David 

1996; Omariba et al. 2008), as well as in populations of the past, such as Sweden (Edvinsson 

et al. 2005; Lynch & Greenhouse 1994), Belgium (Alter, Oris & Broström 2001) or the 

Netherlands (Janssens, Messelink & Need 2010). All of these studies found a similar 

disproportionate spread of child or infant deaths among families, and several of them have put 

forward possible causes. So far, no full explanation of the phenomenon is agreed upon. 

However, there seems to be some kind of general awareness that clustering is very important 

for the study of child mortality, since it might alter our understandings of the factors 

determining child deaths. 

 Much of the effort so far has gone towards explaining what makes families with many 

infant deaths so different than others. As Das Gupta already suggested in 1990, and confirmed 

in her later study of 1997, the diverse degrees of individual parental (in)competence probably 

lies at the basis of clustering. “’Incompetent’ parents […]”, according to Das Gupta, “[…] 

give their children poorer care, are slower to recognize and respond effectively to their needs, 

and consequently lose children” (p. 505). While education and income might improve 

personal parental abilities, a considerable variation in parental skills remains, especially in the 

lower social strata (Das Gupta 1997). While seemingly plausible, a hypothesis like this is 

difficult to prove, especially in historical populations.  

 In order to shed light on this issue, we argue that an intergenerational view might be 

very useful, especially for populations where little background information is known. The risk 

of losing many infants might be inherited through socialization. Hygiene-related behaviour, 

such as washing hands, and traditions and practices of childcare, such as the amount of 

breastfeeding, are learned from one generation to the other. If parents lose their infants 

because of their lack of childcare competence, the surviving offspring might acquire such 
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‘faulty’ behaviour through socialization, affecting the survival chances of their own children. 

Such an intergenerational view might give clues about unobserved behaviours, although the 

interpretation is difficult because of the possible simultaneous effect of specific genetic 

setups, weakening the resilience of infants to health shocks. 

 Our previous findings for 19
th

 century Antwerp show that infant death risks are 

transmitted from one generation to the next. If the proportion of infant losses in a family is 

high, the proportion of infant losses in the following generation is likely to be high as well. 

Conversely, if all infants in a family survive, infants in the next generation have higher 

chances of survival as well (chapter 3.1). On an individual level, infants had increased 

mortality risks if there was as least one family member in the previous generation who did not 

survive infancy. This observation between successive generations was still valid after keeping 

different kinds of socioeconomic factors constant, both for the maternal (chapter 3.2) and 

paternal lineage (chapter 3.3). Moreover, age-specific analyses showed that an 

intergenerational transmission of death risks was focused towards postneonatal deaths 

(between one and twelve months of age), as caused by, for example, lack of breastfeeding. 

This made a biological hypothesis, the intergenerational transmission of faulty genes, less 

likely. If parental competence really lies at the basis of clustering, it might be revealed 

through its intergenerational transmission. 

 The question remains whether the intergenerational transmission of infant death risks 

is an important factor in death clustering. This is addressed in the underlying paper.  

 

3.4.2. Quantifying clustering 

While quite some studies, including our own, have suggested possible explanations of 

clustering, it is impossible to evaluate their impact on clustering without being able to 

measure clustering. While many studies are successful in proving that deaths are spread 

disproportionately between families, making statements on the amount of clustering proves 

more difficult. A popular approach to clustering is to predict an infant’s survival chances by 

the effect of one deceased sibling (e.g. Janssens, Messelink & Need 2010; Lynch & 

Greenhouse 1994), or even the complete maternity history (Reid 2001). Such an effect 

indicates a mutual dependency between siblings in survival chances, and therefore suggests 

the existence of a ‘family’ effect. However, it is not possible to quantify the family effect with 

this approach. 

A statistically more advanced alternative is to test whether there are differences in 

infant death risks between families using hierarchical modelling (e.g. Janssens & Pelzer, 



 

117 
 

2012; Ronsmans 1995; see also chapters 3.2 and 3.3). These multilevel regression models can 

be used to statistically assess whether significant clustering is present, potentially taking into 

account significant predictors. In hierarchical modelling the standard deviation of a so-called 

random (i.e. family) effect is estimated. This yields a quantifiable measure of clustering, 

interpretable as the heterogeneity between families. However, its size depends on the model 

setup: whether one applies logistic, Poisson or Cox regression (for a theoretical description: 

see Goldstein 1995). Therefore results from one study cannot easily be compared with results 

from another study, which impedes comparing the extent of clustering in two different 

(regional or temporal) settings. Also, it remains difficult to interpret the results in terms of 

‘large’ or ‘little’ clustering.  

In order to overcome the lack of tools to measure clustering, Holmberg & Broström 

(2012) propose a method to quantify clustering in terms of the distance between the expected 

(under the hypothesis of no clustering) and observed number of families with a given number 

of deaths. Their method (from here on called the ‘H&B method’) allows to precisely measure 

clustering before and after inclusion of covariates, independent from sample size, allowing to 

quantify the impact of covariates on clustering. Moreover, they claim that their method, which 

they tested on a remote parish in northern Sweden, can be applied to any region or period, and 

the results can be compared directly. The main strength of their method therefore lies in its 

ability to describe regional differences or temporal change in clustering. 

In the underlying paper we apply the new H&B method to assess the impact of an 

intergenerational transmission of death risks on clustering, controlling for other covariates 

such as socio-economic status, age of the mother, and family size. We do this for three 

different regions at once: (1) the Antwerp district (Belgium); (2) some industrializing parishes 

around the town of Sundsvall (Sweden); and (3) a group of rural parishes in the northernmost 

part of Sweden, populated by a mix of Swedish settlers and the Sámi, a group of indigenous 

semi-nomads. While (1) and (2) are examples of on-going urbanization and industrialization 

processes, (3) is a society with two strong (intergenerational) traditions: one of native semi-

nomads, and one of colonist Swedes. 

 

3.4.3. Introduction to the data 

The first dataset is retrieved from the Belgian “Antwerp COR*-database” (Matthijs & Moreels 

2010), a database built and maintained by the research group Family and Population from the 

Centre of Population Studies, Catholic University of Leuven. This database is based on 

information of population registers (“Bevolkingsregisters”) and vital registration records 
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(“akten der Burgerlijke Stand”), including certificates of birth, marriage and death. The 

sources accessed for data construction span nearly seven decades (1846-1920). The database 

comprises the Antwerp district: the city of Antwerp, an industrializing and modernising world 

port, its suburbs, and the surrounding countryside. The whole area is no larger than 1.000 

square kilometres (600 square miles), but with over 500.000 inhabitants in 1900 it is a very 

densely populated one. After the collapse of the local textile industry, Antwerp focused on 

developing its regional harbour into a world port, invigorating both commercial activity and 

demographic expansion. As a result, Antwerp’s population grew explosively, mainly due to 

massive immigration (Kruithof 1964; Loyen, Buyst & Devos 2003; Winter 2009).  

From this area a 0,4 per cent name sample was taken of all people living within the 

area and the research period, having a surname beginning with C-O-R, or being directly kin-

related to a person with such a name (Matthijs & Moreels 2010; Van Baelen 2007). This 

yielded about 30,000 individuals, whose life course was followed for as long as they stayed 

within the regional (Antwerp district) and temporal (1846-1920) frame of the study.  

 The dataset extracted from the database for the purpose of this paper limits itself to 

infants, born in the 1846-1905 period, of whom we have the full reproductive life course of 

the mother. Additionally, in order to be able to conduct intergenerational analyses, we did not 

allow children whose mother had no siblings. An important bias in the retrieved data therefore 

is that only those families were selected of which two successive generations lived within the 

larger Antwerp area. The resulting dataset consists of 1.826 children, born in 376 families. 

 The Antwerp data is compared to digitized data from the Demografiska Databasen at 

Umeå University (DDB, http://www.ddb.umu.se/), a huge historical repository of Swedish life 

courses, the largest database of its kind in Europe, and one of the oldest in the world. More 

importantly, the quality of their source material is similar to the 19
th

-century Belgian sources: 

both are very detailed, and very rich. The database is based on church records – which are 

basically catechetical registers on a household level (“husförhörlängder”) – enriched with 

registers of baptisms, marriages and burials (for a description of these sources, see Nilsdotter 

Jeub 1993). Whereas in Belgium the sources were maintained by state (or city government) 

officials, and from 1846 onwards, the Swedish sources were maintained by parish ministers, 

and often date much further back in time. No sample was taken, but for several parishes all 

people were collected. For this paper data was extracted from the so-called POPUM3 

database. The datasets used here cover a number of parishes from two different regions. First, 

we have chosen three out of eighteen parishes in the Sundsvall region (SUL), because of good 

data quality in these localities and because these parishes industrialized, presenting an 
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interesting population mix. A fourth parish in the region (Timrå) also becomes heavily 

industrialized, but was excluded because of problems with the source material in the middle 

of the 19
th

 century. Secondly, we chose some parishes in the most extreme north of the 

country, so-called Northern Inland parishes (NIL). Maps are found in appendix.  

Sundsvall is a region named after a small town, mainly known for its sawmill 

economy, located in the central east of Sweden (approx. 400 km north of Stockholm). The 

selected parishes lie in (the isle of Alnö) or around (Njurunda, Skön) the estuaries of the Indal 

river (Indalälven) and the Ljungan river (Ljunganälven), together forming a natural harbour in 

the Gulf of Bothnia. These parishes have the perfect location for a sawmill industry: logs 

which are cut deep in the inland forest and, floating eastwards on the river, are processed at 

the coast in the vicinity of a natural sea harbour. From the middle of the nineteenth century 

onwards the first industrial (steam-driven) sawmills are installed, first in Skön (1849), later 

many other places around the Indal and Ljungan estuaries. The region rapidly transforms from 

a couple of small agricultural villages into an industrializing migrant attraction pole, leading 

to an enormous population boost its population from about 12.000 in 1860 to 50.000 in 1900, 

only comparable to some very expansive areas in the nineteenth century United States (Alm 

Stenflo 1994; Tedebrand 1993). The Sundsvall area became “most dynamic and fastest 

growing industrial area in northern Europe” (Brändström & Ericsson 1995: 254-255). The 

large sudden migrant influx resulted in overcrowding, and the local doctors constantly 

reported a lack of hygiene, endangering healthy living conditions (Edvinsson & Nilsson 

2000). 

In contrast to this thriving coastal centre of economic activity, the Northern Inland 

parishes are characterized by their vastness but also their remoteness. These parishes (from 

north to south: Karesuando, Jukkasjärvi, Gällivare and Jokkmokk) cover the whole western 

part of Sweden’s extreme north (“Norra Norrland”). The region is separated from Norway in 

the west by a chain of mountains, but the landscape from west to east gradually transforms in 

lowlands. Lying almost completely within the Arctic Circle, the climate is unforgiving, with 

very short summers, and long and harsh winters. Population is extremely scarce, and is 

located in a small number of villages in the east of each parish. Also registered at these 

parishes are the indigenous Sámi nomads, reindeer hunters who follow their herds in a 

seasonal cycle from the mountains in the west in summer, to the eastern coast in winter. Some 

of them settle down, mostly during wintertime, while others turn into fishermen for major 

parts of the year. Although the Sámi originally differ from the Swedes in economic lifestyle, 

cultural practices, language and religion, ‘colonisation’ already took place for more than two 
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centuries, resulting among others in the conversion of all inhabitants of Sweden to the 

Swedish Protestant Church. Partly due to the enforcement and closure of the national borders 

(especially with Norway in the northwest), a growing number of Sámi gave up their 

traditional lifestyles to choose a permanent residence, sometimes intermarrying with the 

Swedish colonists (Axelsson & Sköld 2006; Lantto 2010). At the end of the nineteenth 

century, the discovery of iron ore and the subsequent opening of large iron mines – first in 

Gällivare, later in the more northern Kiruna (in Jukkasjärvi) – started a constant flow of 

immigrants coming from more southern regions. This population flow was encouraged and 

sustained by a rapidly constructed railroad connecting this region to the port of Luleå at the 

east coast, the Iron Ore Line or Malmbanan (Sköld & Axelsson 2008; Warg 2002) 

 To this Swedish data, similar restrictions as in Antwerp were applied in order to 

retrieve a dataset usable for analysis (full reproductive history of two successive generations, 

mother should have at least one sibling). Overall, data was obtained for 7 parishes belonging 

to one of the two regions (see table 3.4.1). The infants were born roughly in the period 1790-

1894, although the years differ from one region to the other (e.g. data from Sundsvall started 

more or less one generation later, mainly because the registration focuses on the 19
th

 century, 

and because of issues with data quality in earlier periods). The operation yielded a total of 

6.370 infants, born in 1.534 families. A quarter of them were born in the Sundsvall region 

(1.689), the rest was born in the Northern Inland region (4.681). 

 

Table 3.4.1. Parishes retrieved from the DDB  

Region/Parish Birth years Infants Families 

Antwerp district (ANTW) 1846 – 1905 1.826 376 

Sundsvall region (SUL)    

Alnö 1835 – 1893 442 119 

Njurunda 1845 – 1891 999 297 

Skön/Skönsmo  1839 – 1892 248 74 

Norrlands Inlandregion (NIL)    

Gällivare 1790 – 1903 1.118 271 

Jokkmokk 1804 – 1895 1.276 320 

Jukkasjärvi  1817 – 1900 1.985 373 

Karesuando 1816 – 1894 302 80 

 

Two out of three regions, one Swedish (Sundsvall) and the Belgian one (Antwerp), are named 

after their largest and most influential parish or community (although in the case of Sundsvall 

the town of Sundsvall, a commercial trade centre, did not meet the data quality standards and 
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therefore is not included in the SUL-dataset). In the following text the name of that parish or 

community will be used for all parishes or communities selected from those regions. 

 

 

3.4.4. The spread of infant mortality in Belgium and Sweden 

An overview of the infant mortality in all regions is given in table 3.4.2. In order to overcome 

possible differences in the (under)registration of Antwerp stillbirths, the definition of infant 

mortality used in this paper includes stillborn children as well. The infant mortality rate 

mentioned here is therefore calculated as the number of deaths before the age of twelve 

months (stillbirths included), divided by the number of all births (both live and stillbirths). 

This registration issue is mainly acute in Antwerp, in the Swedish parishes the distinction 

between stillbirths and early infant mortality is less of a problem. To enhance comparability, 

we used the same above definition to all regions. 

 Infant mortality differs only little between the selected Swedish regions and Antwerp, 

but it is highest in the Swedish regions. Both have an infant mortality rate of about 175 deaths 

per 1000 live births. Especially for the less developed Northern Inland this figure is relatively 

low. An explanation that has been put forward in the Swedish literature is the relatively low 

impact of smallpox, due to a combination of the geographical isolation and the nomadic 

lifestyle of the Sami, allowing them to literally flee the disease (Sköld 1997).  

 In order to get some idea of the spread of these infant deaths over families, we 

followed a common strategy. We assessed the proportion of families that did not experience a 

single infant death, given a certain level of mortality. These numbers of given in the second 

part of table 3.4.2. A closer, comparative look reveals some interesting patterns. Although the 

mortality levels in two Swedish regions are similar, in the Sundsvall region infant mortality 

occurs in a much smaller proportion of the families (36 versus 48 per cent). This means that 

the Sundsvall region has a larger proportion of families that are (infant) mortality-free, 

suggesting deaths are more clustered in the Sundsvall area than in the Northern Inlands. Also, 

the proportion of mortality-free families in Antwerp holds the middle between that of the 

Northern Inlands and the Sundsvall region. However, the levels of infant mortality in Antwerp 

are the lowest of all regions. Moreover, one would expect that if the overall mortality rate 

increases, more and more families experience infant losses. The Sundsvall region disproves 

this expectation, having almost the highest mortality rate, but infant losses occur in the lowest 

proportion of families. Again, this suggests that deaths are clustered the most in Sundsvall.  
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Although this kind of suggestive figures is almost a constant in many papers on the 

spread of mortality within families, they are essentially meaningless for the study of death 

clustering, at least without information on the underlying distribution of family sizes. The 

more children there are in a family, the higher the risk that there will at least be one infant 

death. If fertility is high in a population, and family sizes are large, families without deaths 

will be more rare than in a low-fertility population, where family sizes are small. To be able to 

make statements on the level of clustering in a population, information on both the infant 

mortality rate and the distribution of family sizes is necessary. This reasoning is explicitly 

described in Derosas and Broström (2010), and is also present in Holmberg and Broström 

(2012). They argue that clear statements on clustering can only be made if the spread of infant 

mortality between families in a population is compared with what is mathematically expected 

for that given population, if there would be no clustering. The mathematical expectations are 

based on a series of so-called Bernoulli trials, where the number of trials stands for the 

number of children in a family. As such, underlying fertility patterns are taken into account. 

The larger the difference between the actual infant death spread, and the expected spread in an 

ideal world without clustering, the more important clustering is. Basically that means they 

created an indirect measure, not putting a value on clustering itself, but on how important 

clustering is. 

 

Table 3.4.2. The spread of mortality in Antwerp and two Swedish regions 

 Antwerp Northern Inlands Sundsvall 

births 1.826 4.681 1.689 

infant deaths* 300 828 295 

mortality rate** 164 176 175 

    

families 376 1.044 490 

- with deaths 161 497 174 

   % of total 43 % 48 % 36 % 

- without deaths 215 547 316 

   % of total 57 % 52 % 64 % 

*   stillbirths included  

** calculated as the number of deaths (stillbirths included) per 1.000 births  

(live births and stillbirths) 
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3.4.5. Measuring clustering 

3.4.5.1. The Binomial density function  

Before it can be calculated how many mortality-free families can be expected, we need to 

assume an ideal world in which there is no clustering present, where infant deaths are 

distributed randomly across families. In such a world, infant deaths in a certain family follow 

a binomial distribution, with parameters n (number of trials) and p (overall chance of 

success). Using the binomial density function, the chance of a given number of successes can 

be calculated.
11

 

In order to make this clear, we can illustrate this using the parallel of a dice game. 

Imagine an experiment where one needs to throw five dices, and try to throw as much sixes as 

possible. The number of trials, in stochastic theory, here stands for the number of dices that 

are thrown: five. The overall chance of throwing a six is, usually, one out of six. With this 

information it is possible to calculate the chance of, let’s say, no sixes at all, which is 0,40. 

This means that if you would try throwing all five dices 100 times, on average 40 throws 

would contain no sixes at all.  

The same stochastic theory applies to infant deaths in families. The chance of having 

no infant deaths in a family of five children, given an overall mortality rate in the population 

of one out of six (16 per cent), is 0,40. This means that if such a population would contain 100 

families with five children, on average 40 families would have no infant deaths. At least, this 

would be the case under the assumption of no clustering. Similarly, an expected number of 

families can be calculated with families of all possible sizes, every time using the same 

overall mortality rate. This would result in an expected proportion of all families which is 

mortality-free, a number which varies depending on the distribution of family sizes in the 

population.  

In reality, infant mortality is not comparable to a dice game, because some families are 

more at risk to lose children during infancy then others. They are so because of their 

environment, their childcare practices, their hygienic behaviour, even their genetic 

predispositions. Therefore there is a difference between the (observed) proportion of 

                                                           
11

 The number of infant deaths K follows a Binomial distribution, defined by parameters n (number of trials) and 

k (number of successes). The proportion of families with exactly k infant deaths out of n births, in a population 

with an overall infant mortality rate of p (which equals 0,164 in the Antwerp case) is given by the probability 

mass function f: 
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mortality-free families in a population, and the proportion one would expect, given there is no 

clustering. The difference between this expected and the observed proportion of mortality-free 

families is an indicator of clustering. The bigger the difference between observed and 

expected mortality-free families, the more clustering in the population. 

This methodology is put into practice here with the Swedish and Belgian regions. 

Firstly, information on the distribution of number of births in those regions is necessary. This 

information is shown in figure 3.4.1. The figure shows large regional differences in the 

distribution of the population according to the number of births in a family. Sundsvall 

contains relatively many small families, with almost half of the families (26 per cent + 18  per 

cent) giving birth to only one or two children. Antwerp has a large proportion of families with 

four births or less, but also a substantial number of families which are very large (10+ 

children). The number of births per family in the Northern Inland parishes are moderately 

large as well, with quite some families gave birth to 5, 6, 7 or 8 children. A more detailed 

description of the differences in reproductive behaviour in the three regions would lead us too 

far. Although the ‘number of children (ever) born in a family’ is definitely inadequate to grasp 

the differences in fertility regimes between the three regions, figure 3.4.1 provides the 

necessary information for the calculations on how infant deaths can be spread across families. 

 

Figure 3.4.1. Distribution of families by number of births, by region 
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Table 3.4.3. Observed versus expected percentage of mortality-free families, for three regions 

 Antwerp Northern Inlands Sundsvall 

births 1.826 4.681 1.689 

infant deaths* 300 828 295 

mortality rate** 164 176 175 

    

% mortality-free families (obs) 57 % 52 % 64 % 

% mortality-free families (exp) 48 % 48 % 56 % 

difference 9  4 8 

*   stillbirths included;  

** calculated as the number of deaths (stillbirths included) per 1.000 births (live births and stillbirths). 

 

The information from figure 3.4.1 is used to calculate an expected proportion of families that 

is without infant deaths (table 3.4.3). If there is an excess of mortality-free families (compared 

to what can be expected), there must be less families with infant deaths than expected to make 

up for this deficit. In other words: infant deaths are clustered in a (too) small number of 

families. We knew already that all three regions contain a large proportion of mortality-free 

families. Table 3.4.3 shows that these families are more common than one could expect, and 

this for all three regions. Contrary to what was suggested in table 3.4.2, death clustering is 

most distinct in Antwerp, closely followed by Sundsvall clustering. The 57 per cent of 

Antwerp families that is mortality-free, is 9 per cent points more than expected. In Sundsvall 

there are 8 per cent points more mortality-free families than expected (64 per cent). While the 

Northern Inlands have the highest mortality rate and Antwerp has the lowest, we can expect 

an equal proportion of mortality-free families in both regions. The actual proportion of 

mortality-free families in the Northern Inlands follows our expectations more closely than in 

Antwerp, with a difference of only 4 per cent points. Our intuitive interpretations of clustering 

based on table 3.4.2 were wrong. This illustrates the importance  of the underlying fertility 

patterns, or more specifically, the distribution of family sizes (size meaning: number of 

births), in these regions. 

 

3.4.5.2. The H&B method 

Holmberg and Broström’s method (2012) builds further on this concept of a no-clustering 

assumption. When deaths are assumed to be spread ‘equally’ across families (as in: they are 

not clustered), not only the proportion of mortality-free families can be calculated, but also 

the proportion of families with one, two or more infant deaths, using the same calculation as 

in 3.4.5.1. We did this for all three regions: the observed (1) and expected (2) percentage of 
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families with a specific number of deaths for Antwerp, the Northern Inlands and Sundsvall are 

shown in table 3.4.4, 3.4.5 and 3.4.6 respectively. When the difference (3) between observed 

and expected is positive, there is an excess of such families; when the difference is negative 

such families are less frequent than expected. There are indeed less families with one, two and 

three infant deaths than expected. However, in both the cases of ‘no deaths’ and ‘many 

deaths’, i.e. 4 and more (and in the Sundsvall region even 3 or more), they are much more 

frequent than expected. Tables 3.4.4 (Antwerp), 3.4.5 (Northern Inlands) and 3.4.6 

(Sundsvall) thus show that in all regions infant deaths are distributed very unequally across 

families. Clustering is caused by an excess of two kinds of families, namely (a) families with 

no infant deaths, and (b) families with many infant deaths. In the Sundsvall region the latter 

type of family is even over four times more observed than expected (see (4) in table 3.4.6). In 

general, and as a consequence, if parents did lose one of their infants, they were very likely to 

lose some more. 

 

Table 3.4.4. Clustering of infant deaths in families in Antwerp 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 57,18 48,30 8,88 + 18 % 

1 24,20 32,21 -8,01 - 25 % 

2 10,11 13,14 -3,03 - 23 % 

3 3,99 4,56 -0,57 - 13 % 

4+ 4,52 1,78 2,74 + 154 % 

(absolute) total 100,00 100,00% 23,23  

 

 

Table 3.4.5. Clustering of infant deaths in families in the Northern Inlands 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 52,39 48,50 3,89 + 8 % 

1 28,54 32,07 -3,53 - 11 % 

2 11,59 13,19 -1,60 - 12 % 

3 4,41 4,58 -0,17 - 4 % 

4+ 3,07 1,67 1,40 + 84 % 

(absolute) total 100,00 100,00% 10,59  
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Table 3.4.6. Clustering of infant deaths in families in the Sundsvall region 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 64,49 56,33 8,16 + 14 % 

1 21,02 31,01 -9,99 - 32 % 

2 8,78 9,56 -0,78 - 8 % 

3 3,06 2,45 0,61 + 25 % 

4+ 2,65 0,64 2,01 + 315 % 

(absolute) total 100,00 100,00% 21,55  

 

The sum of the absolute values of the differences (3), bold in tables 3.4.4, 3.4.5 and 3.4.6, 

totals all deviations of the expected proportions from the observed proportions of families. It 

is a measure of clustering that can be compared across regions or periods. Antwerp appears to 

have the largest clustering (23,23), closely followed by the Sundsvall region (21,55). In the 

Northern Inlands there is only half as much clustering (10,59) than in the other two regions.  

An interregional comparison of the differences (3) between observed and expected 

from tables 3.4.4, 3.4.5 and 3.4.6 is easier interpreted when visualized, see figure 3.4.2. The 

x-axis stands for what is expected. The interpretation stays, so a positive value means there 

are more such families than expected, a negative value means these families are 

underrepresented.  

 Figure 3.4.2 shows that clustering has a very similar shape in all three regions. There 

are always more families without infant deaths than expected, and there are always more 

families with 4 or more deaths than expected. This excess of families is mostly compensated 

by an underrepresentation of the families with one (and to a lesser extent, two infant deaths). 

Families with three infant deaths are about as frequent as expected, especially as compared to 

families with another number of infant deaths. Remind that, due to the used methodology, 

these graphs take into account the different distribution of family sizes in the three regions. It 

is very remarkable that the nature and shape of clustering is almost identical in all regions, 

despite the huge geographical and cultural distance between them (e.g. between modernizing 

Antwerp city dwellers, and a traditional semi-nomadic population like the Sámi). This 

observation strengthens the presumption that clustering is a universal phenomenon. 
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Figure 3.4.2. The amount of clustering in three different regions 

 

 

Only the extent of clustering differ across populations, as is shown in tables 3.4.4, 3.4.5 and 

3.4.6. The origins of this difference can be easily derived from figure 3.4.2. The differences in 

clustering between the three regions are represented in every category, except for families 

with ‘one’ or ‘two’ infant deaths. In those categories Sundsvall has a larger deficit of families 

with one infant death, at the cost of its share of families with two infant deaths. The excess of 

families with none and with 4 or more infant deaths in Sundsvall is not compensated by a 

deficit of families with two infant deaths, as this proportion is very close to what is expected 

This means that in the Sundsvall region the gap between families with ‘few’ infant deaths, 

and families with ‘many’ infant deaths is less wide than in the other regions. Again, this is not 

caused by a lower average of family sizes in Sundsvall, since this is taken into account.  

 

3.4.6. Clustering and the intergenerational transmission of infant mortality risks 

3.4.6.1. Predicting family-specific mortality rates 

The added value of the H&B method extends beyond the comparability of clustering between 

regions. It is also a tool to test the impact of determinants of mortality on clustering, or – 

stated otherwise – a way to explain clustering. Holmberg & Broström (2012) tested for birth 

order, in order to invalidate the proposition that clustering results from the strong relationship 

between fertility and mortality. Firstly, the death of an infant facilitates the birth of the next 
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child, due to the hypothesis of a replacement effect, or simply the cessation of lactation 

(Preston 1978; Reher & Sanz-Gimeno 2007; Van Poppel et al. 2012). Since the reproductive 

period is limited in time, in the light of clustering this would mean that a very large family 

size cannot be reached without a certain number of infant deaths shortening the birth intervals. 

Typically, according to this hypothesis, in very large families there almost always would be 

some infant deaths. Secondly, the more children in the household, the more competition for 

resources, especially in families with limited resources available (the poorest families). The 

larger the household, the lower the survival chances during infancy due to an effect of 

crowding (e.g. Knodel & Hermalin 1984). Thirdly, some authors suggest the existence of a 

‘scarring effect’. The loss of several infants can hurt, or ‘scar’ the mother, resulting in an 

increased mortality risk for subsequent children (Arulampalam & Bhalotra 2006; Saha & van 

Soest 2011). Also here, this hypothesis based on the birth history of (older) mothers focuses 

on very large families, where the survival chances are diminished for the later-born children. 

By recalculating the expected proportion of families with a number of infant deaths, 

controlling for birth order, Holmberg & Broström showed that these hypotheses indeed play a 

role in clustering, but as a whole it is of minor importance. 

 Here we apply the same method to test for the impact of the intergenerational 

transmission of deaths. It starts from the approach used in 3.4.5.2, except for the value of the 

overall mortality rate p. Instead a new value is calculated for every single family, based on 

how the overall risk of infant mortality for that particular family is altered, given certain 

characteristics, for example its genealogical history of infant deaths. Variables measuring 

these characteristics were used in standard (Poisson) regression techniques to predict the 

specific mortality rate for every individual family
12

. The next step, calculating the expected 

proportion of families with a given number of infant deaths, gets computationally very 

intensive, especially in the case of families with two or more deaths. Therefore, as Holmberg 

and Broström suggest, simulation techniques were used instead of the analytically complex 

elaboration of the binomial density function. Under a binomial distribution Bin(ni,pi), in every 

family i with a certain family size ni and a family-specific mortality rate pi, a ‘random’ 

number of deaths was simulated. This was done 10.000 times, and for every family the 

resulting averages were taken, creating an expected distribution of infant deaths in all 

                                                           
12

 A rate can be predicted using Poisson regression to predict a count (e.g. the number of infant deaths), divided 

by the number of trials (e.g. the number of births in the family) or exposed time (Agresti 2002). This was done in 

Stata 12 using the Poisson command to predict ‘number of infant deaths’ in a family, with the exposure 

option for ‘number of births’ in that family (Long & Freese 2006). 
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families. Using such a large number of replications yielded results very close to the ones 

obtained analytically (i.e. using the formula of the binomial density function). The result is a 

renewed version of tables 3.4.4, 3.4.5 and 3.4.6 with new expected values. In this paper we 

apply this step to get an idea of the impact of the intergenerational transmission of infant 

deaths on clustering, controlling for other possible candidates of explaining clustering. 

Therefore this step is divided in two phases: a first phase in which we try to explain clustering 

with only some controlling variables, and a second phase in which we extend the models from 

the first phase with the variables of interest: the count of infant deaths in the previous 

generation. The following two sections discuss the variables and the model setup, and display 

the results, of the two phases respectively. These results will be compared and discussed in a 

third section.  

 

3.4.6.2. Phase one: a first attempt to explain clustering 

In this phase Poisson models are run containing the following controlling variables 

(analogous to chapter 3.1 of this dissertation): 

 Age of the mother. Calculated once per family, at the birth of the first child. This 

variable indicates the start of the reproductive phase. The variable is centered around 

the mean. 

 Occupation of the father. Occupational titles for Antwerp are obtained from the 

marriage certificate, or if missing, from the birth certificates of the children. For the 

Swedish parishes they are taken from the birth and catechetical registers. They are 

coded into three social classes: ‘higher and middle class’, ‘workers’, and ‘farmers’. A 

fourth category ‘unknown’ contains those families in which either no occupation was 

registered, not on the marriage certificate, and not on one of birth certificates of the 

children, or in case there was no known father recognizing the children. 

 Number of births in the family. Despite the fact that the distribution of family sizes is 

taken into account in calculating the total amount of clustering, it still might have an 

impact. Not because the more births in a family, the more infant might die, because 

this is exactly what is taken into account. Larger families might also lose more 

children than smaller families due to the existence of a scarring effect, effects of 

crowding, or shortened birth intervals (see 3.4.5.2.), which is why this variable needs 

to be included in the model. The variable contains the categories ‘0’, ‘1’, ‘2’, ‘3’, ‘4’, 

‘5’, and ‘6 or more’ births in the family. 
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To enhance the comparability of the variable effects in the three regions, no regional 

differentiation is made within each region, as was the case with the Antwerp district in 

chapter 3.1. The results from the regression analyses are found in table 3.4.14 (see appendix). 

The regression analyses lead to new expected proportions of families with a given number of 

infant deaths, which are given in tables 3.4.7 (Antwerp), 3.4.8 (the Northern Inlands) and 

3.4.9 (the Sundsvall region). 

 

Table 3.4.7. Remaining clustering of infant deaths in families in Antwerp 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 57,18 51,94 5,24 + 10 % 

1 24,20 28,35 -4,15 - 15 % 

2 10,11 11,97 -1,86 - 16 % 

3 3,99 4,90 -0,91 - 19 % 

4+ 4,52 2,84 1,68 + 59 % 

(absolute) total 100,00 100,00% 13,84  

 

 

Table 3.4.8. Remaining clustering of infant deaths in families in the Northern Inlands 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 52,39 48,47 3,92 + 8 % 

1 28,54 32,26 -3,72 - 12 % 

2 11,59 13,03 -1,44 - 11 % 

3 4,41 4,50 -0,09 - 2 % 

4+ 3,07 1,73 1,34 + 77 % 

(absolute) total 100,00 100,00% 10,51  

 

 

Table 3.4.9. Remaining clustering of infant deaths in families in the Sundsvall region 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 64,49 59,28 5,21 + 9 % 

1 21,02 27,37 -6,35 - 23 % 

2 8,78 9,03 -0,25 - 3 % 

3 3,06 3,04 0,02 + 1 % 

4+ 2,65 1,28 1,37 + 107 % 

(absolute) total 100,00 100,00% 13,20  
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3.4.6.3. Phase two: introducing variables on the genealogical history of infant mortality 

This phase is similar to phase one,  we counted the number of infant deaths in the previous 

generation (along the maternal line) in three variables: the number of perinatal deaths 

(between 0 and 7 days of age), the number of late neonatal deaths (between 8 and 30 days of 

age) and the number of postneonatal deaths (between 31 and 365 days of age). The results of 

this regression are found in table 3.4.15 (see appendix). The recalculated expected proportions 

of families, resulting from phase two, are given in tables 3.4.10 (Antwerp), 3.4.11 (the 

Northern Inlands) and 3.4.12 (the Sundsvall region). 

 

Table 3.4.10. Remaining clustering of infant deaths in families in Antwerp 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 57,18 52,31 4,87 + 9 % 

1 24,20 28,27 -4,07 - 14 % 

2 10,11 11,70 -1,59 - 14 % 

3 3,99 4,71 -0,72 - 15 % 

4+ 4,52 3,02 1,50 + 50 % 

(absolute) total 100,00 100,00% 12,75  

 

 

Table 3.4.11. Remaining clustering of infant deaths in families in the Northern Inlands 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 52,39 48,75 3,64 + 7 % 

1 28,54 31,99 -3,45 - 11 % 

2 11,59 12,90 -1,31 - 10 % 

3 4,41 4,53 -0,12 - 3 % 

4+ 3,07 1,83 1,24 + 67 % 

(absolute) total 100,00 100,00% 9,76  
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Table 3.4.12. Remaining clustering of infant deaths in families in the Sundsvall region 

deaths 

 

observed (1) 

(in %) 

expected (2) 

(in %) 

difference (3) 

= (1) - (2) 

proportional diff. (4) 

= (3) / (2)  

0 64,49 59,33 5,16 + 9 % 

1 21,02 27,33 -6,31 - 23 % 

2 8,78 9,01 -0,23 - 3 % 

3 3,06 3,01 0,05 + 2 % 

4+ 2,65 1,32 1,34 + 101 % 

(absolute) total 100,00 100,00% 13,09  

 

 

3.4.6.4. Explaining clustering: summarizing results 

In the previous sections we three times calculated the expected proportion of families with a 

given number of infant deaths: (1) using the overall mortality rate; (2) using a family-specific 

mortality rate based on the variables ‘age of the mother’, ‘number of births’ and ‘occupation 

of the father’; and (3) using a family-specific mortality rate based on the three previous 

variables and three variables measuring the genealogical history of infant mortality. This 

whole operation was aimed towards reducing the differences (3) between what we observe 

and what can be expected. The results from tables 3.4.4 to 3.4.12 are summarized in table 

3.4.13, and figures 3.4.3 (Antwerp), 3.4.4 (the Northern Inlands) and 3.4.5 (the Sundsvall 

region). 

 

Table 3.4.13. Total and explained clustering in three regions 

 

Total 

clustering 

Unexplained 

clustering (1) 

Unexplained 

clustering (2) 

Antwerp 

 

23,23 

100,0 % 

13,84 

59,6 % 

12,75 

54,9 % 

the Northern Inlands 

 

10,59 

100,0 % 

10,51 

99,2 % 

9,76 

92,2 % 

the Sundsvall region 

 

21,55 

100,0 % 

13,20 

61,3 % 

13,09 

60,7 % 

(1) Clustering remaining after controlling for the variables ‘mother’s age’, ‘number of births’ 

and ‘occupation of the father’;  

(2) Clustering remaining after controlling for the variables ‘mother’s age’, ‘number of births’, 

‘occupation of the father’, and the intergenerational variables ‘number of perinatal/late 

neonatal/postneonatal deaths in the previous generation. 

 

The mentioned variables were quite successful in explaining clustering in both Antwerp and 

the Sundsvall region. In both regions about 40 per cent of all clustering was explained after 
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including the variables ‘mother’s age’, ‘number of births’ and ‘occupation of the father’ (from 

23,23 to 13,84 and from 21,55 to 13,20 respectively). For the Sundsvall region this was 

sufficient to explain the deficit of families with exactly two infant deaths, and the excess of 

families with exactly three infant deaths (figure 3.4.5). The amount of clustering in the 

Northern Inlands is hardly reduced (from 10,59 to 10,51). While in Antwerp the 

intergenerational transmission of infant deaths explained an additional 5 per cent of clustering 

(from 13,84 to 12,75), and in the Northern Inlands even 7 per cent (from 10,51 to 9,76), in 

Sundsvall it barely makes a difference (an additional 0,6 per cent is explained). Even after 

including all these variables, the remaining unexplained clustering in Antwerp and the 

Sundsvall region (12,75 and 13,09, respectively) is close to, but still larger than the total 

amount of clustering present in the Northern Inlands (10,59), indicating that familial 

differences in infant mortality are still bigger in Antwerp and the Sundsvall region than in the 

Northern Inlands. 

 

Figure 3.4.3. Explained clustering in Antwerp 
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Figure 3.4.4. Explained clustering in the Northern Inlands 

 

 

 

 

Figure 3.4.5. Explaining clustering in the Sundsvall region 
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In all regions there is still a considerable amount of unexplained clustering left. While there 

are large interregional differences in the total amount of clustering, we succeeded in 

explaining most of these differences. In all three regions the remaining clustering is almost 

equally large.  

 

3.4.7. Conclusion 

One of the most recent advances in the study of death clustering is the development of a 

method which allows to quantify clustering, independent from time or place, and to test the 

role of mortality predictors in causing an unequal spread of infant deaths across families. 

Holmberg & Broström first proposed this method (dubbed the ‘H&B method’) in 2010, and 

illustrated it using the effect of birth order on infant death clustering in a northern-Swedish 

town. We applied this prototype method for the first time on several regions simultaneously: 

the Belgian district of Antwerp, the Swedish Northern Inlands and the Swedish region of 

Sundsvall. All three investigated regions are under observation in roughly the same time 

period (second half of the nineteenth century), a period in which they differ from one another 

in many aspects, including processes of urbanization, industrialization and economic 

development, demographic regime, cultural and religious practices, and environmental and 

epidemiological conditions. In these regions, we apply the H&B method to test for the effect 

of a genealogical history of infant mortality on death clustering, controlling for several other 

variables. 

 As for clustering, we found infant deaths in Antwerp and in the Sundsvall region to be 

more unequally spread across families than in the Northern Inlands. We also found this 

regional difference to be independent from underlying local aspects of reproduction, such as 

the diversity in family sizes due to number of births.  

 One of the main advantages of the H&B method is the possibility to visualize 

clustering, due to its breakdown of the population into subgroups of families with a given 

number of deaths. In a study on 19
th

 century Skellefteå (Sweden), Holmberg and Broström 

illustrated that families tended to have either no infant deaths, or a lot of infant deaths. 

Families with one or two infant deaths are therefore underrepresented. We confirmed this 

overall pattern in all three examined regions. Introducing additional proportional differences 

revealed that especially families with 4 or more deaths were massively overrepresented in all 

three regions. We did find some local variation in the occurrence of families with three infant 

deaths, but in general this particular group of families deviated relatively little from what was 

expected. Combined with the findings of Holmberg and Broström, and given the enormous 
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diversity between the tested regions, this suggests that the visualized pattern of clustering 

might be universal. 

 Another strength of the H&B method lies in its ability to quantify the explanatory 

power of factors causing clustering. We tested the number of births in a family, the age of the 

mother at the start of reproduction, and the occupation of the father in the family. A 

combination of these factors explains about 40 per cent of the clustering in both the Sundsvall 

region and in the Antwerp district. At first, we were unsuccessful in explaining clustering in 

the Northern Inlands. Not surprisingly, as this region is less diverse in social structure (no real 

upper class, most inhabitants are either reindeer hunters, or small subsistence farmers, 

especially in the decades before the discovery of iron ore), as opposed to the Antwerp district 

(containing both a city and countryside, with both upper class and a quite substantial 

proportion of lower middle class), and the Sundsvall region (inhabited by freeholding farmers 

and sawmill workers). Apparently also the age at which women start having children and the 

number of children they have do not result in large differences in infant mortality between 

families, since these variables do not explain much clustering either. Indeed, deaths are 

clustered more in one region than in the other because the determinants of mortality vary 

more from family to family in on region than in the other. 

A family’s genealogical history explained some additional clustering in both Antwerp 

(5 per cent) and in the Northern Inlands (7 per cent), making it a distinguishing aspect in those 

populations, creating substantial differences in infant mortality between families. This is not 

the case in the Sundsvall region, nor do we find any evidence of an intergenerational 

transmission in this area. We believe the difference of an intergenerational transmission of 

death risks between Antwerp on the one hand, and in the Sundsvall region on the other hand, 

lies in their history of immigration. In the studied period, Antwerp is a migrant attraction pole 

for many generations, sufficiently long to create lineages of both natives and second- (and 

higher) generation migrants with distinct traditions towards childcare, hence the heterogeneity 

between families in the effect of their genealogical history. The population boost due to 

immigration in the Sundsvall region is relatively recent, and much more explosive than in 

Antwerp, making the bias towards a stable population (i.e. those families that are in the region 

since at least two generations) larger in Sundsvall than in Antwerp. The sudden economic 

expansion attracts many poor families from more southern areas, seeking their luck in this 

new area of opportunities. This creates an environment in which intergenerational family ties 

might be corroded, which is why we did not find any effect of infant deaths in the previous 

generation for both infant mortality and infant mortality clustering in the Sundsvall families. 
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Although the Northern Inlands appear quite a homogeneous region as well, with only a 

small but hard to explain amount of death clustering in families, the intergenerational 

transmission of death risks creates substantial differences between families. We believe this 

difference might be caused by the coexistence of two different cultures in this region, 

visualized in the data by an intergenerational transmission of cultural traditions. Although 

Sámi are known to breastfeed their children for a longer time than Swedes, often well beyond 

infancy, it has been suggested that this effect is countered by the nomadic life style and harsh 

conditions related to the work year of reindeer herding, explaining higher mortality among 

Sámi infants (Brändström 1990; Sköld et al. 2011). A possible explanation for our findings is 

that families with a Sámi lineage could increase the mortality risks of their infants by sticking 

to the nomadic traditions that are related to Sámi cultural belonging. 

Using the above results, we combined the method’s interregional comparability and its 

ability to evaluate determinants of clustering, and found that the variables used in this paper 

(number of births in a family, mother’s start of reproduction, father’s occupation, family’s 

genealogy of infant mortality) explain most of the interregional differences. After controlling 

for these variables, the remaining unexplained clustering is relatively equal in all regions. 

Whatever the remaining cause that makes infant deaths to cluster in a limited number of 

families, it is a factor that plays an equal role in all three regions, how different these regions 

may be, be it socio-economically, demographically, culturally or on an environmental level. 

Death clustering has been proven to be an interesting approach to the study of 

mortality at young ages. Whether it is a worthy alternative to the traditional approach of the 

individual infant, has yet to be discussed. Up until now, it has been difficult to evaluate the 

clustering approach, since we lacked the proper tools to characterize the spread of infant 

deaths between families, nor were we able to fully explain it. Whatever explanations were 

investigated, there was still some unexplained clustering left. Although a full explanation of 

clustering is but a distant goal, the H&B method is a major step forward, since it allows to 

describe and quantify clustering and hence evaluate the impact of mortality determinants on 

clustering. This was fully impossible with more traditional, complex inferential techniques, 

such as hierarchical modelling, but the results from this methods could not easily be 

compared, nor between populations, nor between periods. The H&B method provides a 

solution to this shortcoming, opening the door for further exploration of death clustering using 

comparative – interregional, like in this paper, or long-term – approaches. 
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3.4.8. Appendices 

 

Figure 3.4.6. Map of the Antwerp district within Belgium 

 

Reproduced from: Matthijs & Moreels 2010: 111. 
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Figure 3.4.7. Map showing the location of the Swedish region of Sundsvall  

 

Reproduced from: Tedebrand 1993: 11. 
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Figure 3.4.8. Map showing the location of the Northern Inland parishes in the northern parts 

of Sweden  

 

 

Source: Törnlund 2011. 
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Table 3.4.14. Poisson regression of a family’s infant mortality rate (number of infant deaths 

by number of births), predicted by three variables 

 Antwerp Northern Inlands Sundsvall region 

 β p β p β p 

constant -2,506 <0,001 -1,542 <0,001 -2,180 <0,001 

age of the mother (centered) -0,037 0,017 -0,082 0,405 -0,594 <0,001 

occupation of the father 
         unknown 0,458 0,001 0,246 0,001 0,609 0,007 

   higher or middle class 0,044 0,819 -0,009 0,969 0,299 0,338 

   farmer -0,201 0,478 -0,215 0,133 -0,021 0,900 

   worker  (ref) 

 

(ref) 

 

(ref) 

 family size 
         1 (ref) 

 

(ref) 

 

(ref) 

    2 0,431 0,387 -0,462 0,028 0,071 0,817 

   3 0,337 0,494 -0,164 0,357 0,136 0,662 

   4 -0,233 0,650 -0,336 0,069 0,122 0,678 

   5 0,791 0,109 -0,311 0,084 0,493 0,087 

   6 or more 0,532 0,245 -0,257 0,085 0,570 0,030 

N 
 

376 

 

1044 

 

490 

Log likelihood 
 

-399,23 

 

-1128,51 

 

-453,15 

p  
 

<0,001 

 

0,003 

 

<0,001 

df 
 

9 

 

9 

 

9 

pseudo R² 
 

0,042 

 

0,011 

 

0,034 
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Table 3.4.15. Poisson regression of a family’s infant mortality rate (number of infant deaths 

by number of births), predicted by three controlling variables and three ‘intergenerational’ 

variables 

 Antwerp Northern Inlands Sundsvall region 

 β p β p β p 

constant -2,657 <0,001 -1,583 <0,001 -2,258 <0,001 

age of the mother (centered) -0,030 0,059 -0,072 0,465 -0,592 <0,001 

occupation of the father 
         unknown 0,447 0,001 0,236 0,002 0,597 0,009 

   higher or middle class 0,074 0,704 -0,014 0,949 0,262 0,404 

   farmer -0,212 0,457 -0,224 0,121 -0,031 0,852 

   worker  (ref) 

 

(ref) 

 

(ref) 

 family size 
         1 (ref) 

 

(ref) 

 

(ref) 

    2 0,450 0,368 -0,464 0,027 0,106 0,731 

   3 0,409 0,409 -0,171 0,337 0,155 0,620 

   4 -0,183 0,723 -0,351 0,058 0,154 0,606 

   5 0,837 0,091 -0,301 0,095 0,520 0,075 

   6 or more 0,618 0,180 -0,281 0,060 0,600 0,024 

deaths in the previous 

generations 
         perinatal (0-7 days) -0,057 0,581 0,077 0,194 0,148 0,212 

   late neonatal (8-30 days) 0,461 0,013 -0,045 0,444 -0,039 0,790 

   postneonatal (31-365 days) 0,116 0,025 0,074 0,039 0,057 0,444 

N 
 

376 

 

1044 

 

490 

Log likelihood 
 

-394,26 

 

-1125,22 

 

-452,07 

p  
 

<0,001 

 

0,002 

 

<0,001 

df 
 

12 

 

12 

 

12 

pseudo R² 
 

0,054 

 

0,014 

 

0,036 
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PART FOUR 

 

GENERAL CONCLUSION 
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Death clustering in families is a relatively recent concept that has drawn a considerable 

amount of attention of scholars in both contemporary and historical demography. It is a new 

view on infant mortality, focusing on the family instead of on the individual child. Therefore, 

it is not about mortality averages, but instead it is all about variation in mortality. It is about 

heterogeneity, about variation that is normal, and variation that is systematic. Therefore it is a 

difficult topic to grasp intuitively. Or as a participant to a workshop on death clustering 

phrased it: “clustering is not about the mean mean, it is about the variability of the variance”. 

It is about what makes infant mortality in one family so different than in the other. 

 Despite over two decades of research, the study of death clustering is still in its 

infancy. Death clustering remains insufficiently understood, both as a describable 

phenomenon, a measurable entity, a process of family-level inequality, and as leverage for a 

better understanding of, and improved theory on infant mortality. This doctoral dissertation 

aims to contribute to a better understanding of the unequal distribution of infant deaths 

between families. It explores one possible cause of infant death clustering: the impact of a 

family’s genealogical past of infant mortality. During this exploration it became apparent that 

no single method allows to both detect, describe and at the same time explain clustering. As 

already hinted in the concluding remarks of a recent workshop on ‘death clustering in the 

past’ (Umeå, Sweden, Oct 2010), the study of clustering lacks well described appropriate 

tools. In the main research chapters of this dissertation, the problem of clustering was 

therefore approached from three different perspectives: individual but correlated infant 

mortality risks (chapters 3.2 and 3.3), the family as a unit with few or many infant losses 

(chapter 3.1) and the distribution of infant deaths between families from the perspective of the 

population (chapter 3.4). This multi-directional approach using both micro (individual), meso 

(family) and macro (population) levels proved fairly useful to get a better grasp of both the 

description and the causes of clustering. 

 

4.1. Discussing the results – genealogical history of infant mortality and death clustering 

4.1.1. Inherited dimensions of infant mortality 

The first and main objective of this study, the ‘if’ part of the question, is to assess whether 

infant deaths in one generation affect the survival chances of infants in the next generation. 

This research question is tackled in chapters 3.1, 3.2 and 3.3. While in the former two 

chapters the previous generation was studied along the maternal lineage only, the latter 

chapter focused on the paternal lineage. In all three chapters a correlation in infant deaths 

between two generations was confirmed. Chapter 3.1 highlighted the intergenerational 
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correlation in both low and high mortality families. Girls who lost a high proportion of their 

infant siblings were up to two times less likely to see all of their own infants survive infancy. 

Conversely, if girls grew up in a family where all children survived infancy, as adult mothers 

they were up to two times less likely to lose a large proportion of infants. Chapter 3.2 allows 

for a more precise interpretation. Generally speaking, infant mortality risks increased 

significantly if the infant was born in a family with a genealogical history of infant mortality. 

These infants saw their mortality risks increase by almost 14 per cent per infant death in the 

previous generation. This correlation was less visible when considering the previous 

generation along the paternal lineage (chapter 3.3), with a weakly significant increase in risk 

of about 10 per cent (p = 0,067). Infant death risks in two successive generations, be it along 

the maternal lineage or the paternal lineage, are linked to each other. The first part of the main 

research question can be answered affirmatively. Some children are more likely to die during 

infancy then others, and this is related to infant deaths in their family’s past. If new-borns had 

infant deaths in their genealogical family tree, it casted a dark shadow over their own survival 

chances during infancy. With a little exaggeration and a touch of drama, one could state that 

some of these children were predestined to die, they were dead on arrival, or even ‘born to 

die’.  

 The second part of the main objective is to explain the relationship between infant 

deaths in two successive generations, the ‘why’ part of the question. This is a very difficult, if 

not impossible goal to reach. Mechanisms of transmission are plenty, often at work 

simultaneously, and we lack accurate measures to describe and make a distinction between 

these mechanisms, especially for a population in the past. For example, one’s available 

resources or income is often but approximated by one’s occupational title, and whether 

someone possesses certain unspecified ‘faulty’ genes can only be guessed at. We know an 

intergenerational transmission of death risks is possible when there is a persistence in 

mortality causing factors from one generation to the other. These factors, for example Mosley 

& Chen’s proximate determinants, are very difficult to measure, while others, such as the 

determinants proposed by Kok et al., are too indirect to fully support or disprove the 

hypotheses. Still, the results from this study nevertheless allow to partly disentangle some of 

the mechanisms of intergenerational transmission. This should not be interpreted too 

optimistically, since the hypothesized mechanisms, as listed and discussed in the first part of 

this study, can still not be fully tested. 

 One hypothesis can be discarded: the denominational mechanism. This mechanism is 

described as the differences between different religious groups, not how religious a family is. 
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In Antwerp religious differentials in infant mortality are not the cause of the established 

intergenerational transmitted death risks, simply because there is very little variation in 

religion in the sampled families. This cannot be derived from the data, as individual religious 

denomination is not registered in the used historical sources. However, the vast majority of 

the Antwerp population is Roman Catholic. Along with immigration, some religious 

minorities are , for example the Jewish community in the city of Antwerp (Saerens 1999). 

Before 1900 however, they were not numerous, and almost exclusively originating from 

abroad. Only afterwards they start to build up a genealogical heritage in the Antwerp area. 

Due to the sample selection criteria, these families were never included in the 

intergenerational sample. Although the denominational hypothesis might still play a role in 

the intergenerational transmission of death risks in other populations, differences between 

religious denomination are of virtually no influence on the results found in this dissertation.  

 The other hypotheses are not so easily confirmed or rejected. We need to rely on 

proxies to capture their effect. The role of status (and resource) inheritance and that of 

environment, for example, is approximated by the occupational status and the region of 

residence, respectively. Infant mortality risks, both individually and from a family 

perspective, were not found to differ significantly between social classes, nor between 

regions. The only exception is the value ‘unknown’ for father’s occupation, which 

significantly increased mortality risks. Note that this is not a reflection of the higher mortality 

among children where the father himself is ‘unknown’, since illegitimates were excluded in 

the analyses of both chapter 3.2 and 3.3. More likely this reflects a larger stress on families 

with an unemployed father, a family deprived of the main income. In general however, the 

results from this study do not allow to make statements on the importance, or even the 

presence, of either a status inheritance mechanism or a persistent environmental effect.  

After controlling for several variables measuring these mechanisms, the effect of 

deaths in the previous generations on infants’ survival chances remained significant, and still 

moderately strong. Controlling for region and father’s social class minimizes the potential 

impact of intergenerational status transfer or environmental effect on intergenerational 

transmission, hereby hopefully clarifying the importance of the mechanisms of socialization 

and biology. To get a clearer view on these mechanisms, chapter 3.2 and 3.3 dig a little deeper 

in the nature of the transmission. This is done by differentiating infancy in a perinatal period 

(the first week), a late neonatal period (the remainder of the first month), and a postneonatal 

period (the remainder of the first year).  



 

148 
 

Age-specific analyses demonstrated that the (positive) correlation in infant mortality 

risks between generations consistently starts to show up after the first week of age, for the 

paternal lineage even only after the first month. Infants have increased risks to die after the 

first week, or even after the first month, which is related to having relatives in the previous 

generation who also died after the first week, or after the first month, respectively. Also, the 

risk of having stillbirths or new-born infant deaths, deaths that are often linked to biological 

causes, was not found to be transferred from one generation to the other. This finding clearly 

points in the direction of sole remaining hypothesis: the socialization hypothesis. The nature 

of the correlation runs counter the reversed socialization hypothesis, which can therefore be 

discarded. Meanwhile, the faulty genes hypothesis is moved to the background. Can it be 

discarded, then? The answer to that question is: no. The connection between ‘early’ and ‘late’ 

infant deaths on the one hand, and causes of ‘nature’ and ‘nurture’ on the other hand, is not so 

strong as we would like. Although genetic causes of death manifest themselves often soon 

after birth, genes play a role in health throughout infancy, just as non-biological factors – 

conveniently generalized here as ‘nurture’ – influence health from birth onwards. Even the 

distinction between ‘nature’ and ‘nurture’ is less sharp than we would like: certain genetic 

predispositions are slumbering until triggered by environmental or social conditions, such as 

(lack of) hygiene. ‘Faulty’ genes can work indirectly by making some individuals more 

susceptible to environmental conditions. The strong presence of an effect between 

postneonatal deaths in both generations, and the absence of a similar effect between perinatal 

deaths, should therefore not be overstated. This finding is worth what it is: it carefully hints 

towards the socialization hypothesis, it vaguely suggests the predominance of nurture over 

nature, but nothing more than that. 

An interestingly different but difficult to interpret result was found in chapter 3.3. An 

excursion along the lineage of the father revealed a link between early deaths in successive 

generations which contrasted with all previous findings. If infants died very soon after birth, 

infants in the next generation were not less, but actually much more likely to survive the (late) 

neonatal period. The death of one aunt or uncle on father’s side during his or her first week 

after birth more than doubled an infant’s late neonatal survival chances. Unfortunately, the 

models were inconclusive regarding the effect on the first week after birth. Also, neonatal 

deaths in the previous generation were not found to affect survival chances in the next 

generation, not in any age group. Perinatal deaths were not found to affect perinatal deaths in 

the next generation, but only (and very significantly) late neonatal deaths in the next 

generation.. According to the theoretical framework, this finding provides some support for 
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the biological selection hypothesis, but the lack of consistency makes an easy interpretation of 

the result unlikely. The correlation is only found between one, and not all of the combinations 

of perinatal and late neonatal deaths in both generations. Still, one could align these findings 

phrasing that while some infants are born to die, others are born to stay alive, at least during 

the first weeks after birth. 

The above negative correlation between perinatal and late neonatal deaths in two 

generations was only found along the paternal line, and not along the maternal line. Possibly 

the effect is less visible along the maternal line, but it also might be less strong or even absent. 

Unfortunately it is not possible to further elaborate on this: the used datasets do not allow to 

make statements on the difference in the effects that were found between father’s and 

mother’s genealogical history. Chapter 3.2 and chapter 3.3 are based on different 

(sub)samples: the 332 families in chapter 3.2 are not the same families as the 408 families in 

chapter 3.3. In order to qualify for selection in these samples, a parent must have a name 

starting with COR*, so both his or her siblings could be retraced, as well as his or her own 

children. This means is it not possible to study both lineages (of father and mother) at the 

same time, as it would require both parents to have a COR* name. Only a handful of families 

in the COR* database apply to this criterion; too few to form a solid basis for a comparison 

between the effect of the maternal genealogical history and the effect of the paternal 

genealogical history. 

 

4.1.2. ‘Equal’ versus ‘unequal’ distribution of infant mortality 

The second main objective of this dissertation is to explore the meaning of an 

intergenerational transmission of infant mortality for the clustering phenomenon. It is the next 

question to ask after the finding that infant deaths are linked between generations. Chapter 3.1 

showed that mothers who lost a large proportion of their infant siblings more often lose a 

large proportion of their own infants, as compared to mothers whose siblings stayed alive. 

Mothers with a genealogical history of infant mortality lose more infants than mothers 

without. This implies that infant deaths in the previous generation (in part) cause the 

difference in infant losses between mothers. As a consequence, the genealogical history of 

infant mortality must be one of the reasons for clustering, one of the answers to its origin.  

The results of the chapter 3.1 provide but indirect evidence that clustering is explained 

by a family’s genealogical evidence. Direct evidence can only be provided by demonstrating 

that clustering is reduced if the genealogical history is taken into account, which in turn 

implies that clustering is measurable. 
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The problem with the approach taken in chapter 3.1 is that the existence of high 

mortality (and low mortality) families is related to, but not prove of, clustering. Clustering 

stands for an unequal distribution of infant deaths across families. But what do we understand 

under ‘equal’ distribution? ‘Equal’ does not mean that every family loses a fixed number of 

infants, but instead that every family has an ‘equal’ risk of losing infants. The more children a 

mother gives birth to, the more likely she is to lose some. Conversely, the fewer children she 

gives birth to, the more often she will lose them all during infancy. In fact, there will always 

be some families in which all infants die, or in which all infants survive. Depending on the 

overall mortality rate and the number of births in a family, these families will be more or less 

frequent, ranging from present in large numbers to extremely exceptional. This is a natural 

consequence of an equal distribution of infant mortality. In statistical terminology: infant 

deaths spread equally across families are best described under a binomial distribution, with 

parameters ‘overall infant mortality rate’ and ‘number of births in a family’.  

The setup of chapter 3.1 is therefore not the optimal way to study clustering. The 

weakness of the ‘high versus low mortality families’ approach is most visible in the 

sensitivity of both definition and results in this chapter to the number of births in a family. In 

that chapter it was called an effect of ‘operationalization’, but statistically it can be perceived 

as a ‘binomial trap’: the larger the diversity in the distribution’s parameter ‘number of births’, 

the greater the impact of its effect (see chapter 3.1 for a more detailed discussion). This is 

important since it is a fundamental aspect of clustering, causing the most intuitive and 

tempting approach of ‘high-risk’ or ‘high mortality families’ to be unrelated to a good 

understanding of clustering.  

 

4.1.3. Explaining clustering using hierarchical modelling 

One way of dealing with this ‘binomial trap’ is to leave the level of the family, and return to 

the level of the individual child. This approach requires a more complex statistical modelling, 

involving the simultaneous use of event history models (for the probability of survival) and 

multilevel components (for measuring clustering). Family effects, causing clustering, can be 

measured in models that estimate the variance between families in individual infant mortality. 

This variance measures the overall differences between families in infant mortality, or ‘total’ 

clustering. Doing so, the focus is shifted from the average infant mortality in a family to the 

variability of infant mortality from family to family. This approach was taken in chapters 3.2 

and 3.3.  
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Even with this approach the sensitivity of clustering to the number of births in a family 

is still not absent. Some of the clustering occurs because there are both large and small 

families. This was solved by including a covariate on the single level. In chapters 3.2 and 3.3 

the effect of ‘number of births’ was captured using the single-level covariate ‘number of older 

siblings’. Since these chapters are restricted to (singleton) infants, the effect of the variable 

‘number of older siblings’ parallels the effect of ‘number of births’ during the infancy of the 

reference child.  

The chapters using a multilevel event history approach confirm a considerable amount 

of clustering in the Antwerp families, both in the subsample from chapter 3.2 (332 families) 

as well as in the subsample from chapter 3.3 (408 families). The measure used in these 

chapters learns that, in general, one infant death in the family almost doubled the infant 

mortality risks for all siblings. For infants in the perinatal period this effect was much larger 

than for infants in the late or postneonatal period. This means there are much larger 

differences between families in perinatal mortality (and stillbirths), than in late and 

postneonatal mortality. Perinatal deaths are much more clustered than late and postneonatal 

deaths. 

Along both maternal and paternal lineages, the genealogical history of infant mortality 

explains some clustering. Infant deaths in the previous generation explain a clearly noticeable, 

but relatively small part of the differences between families. The impact of an 

intergenerational transmission of infant deaths partly overlaps with the impact of other 

variables, such as age of the mother or socio-economic status of the family. However, the 

majority of its effect remains. This means that although we were able to explain some of the 

clustering, the intergenerational effect additionally explains a small but distinctive amount of 

clustering, which was not explained before. Nevertheless, even after taking into account this 

new cause of clustering, in both subsamples more than two thirds of all clustering remains 

unexplained.  

 

4.1.4. Re-acquiring the overview through a visualization of clustering 

Abandoning the family perspective as in chapters 3.2 and 3.3 provided a solution to the 

clumsy way of avoiding the ‘binomial trap’ from chapter 3.1, but while doing so the overview 

on the spread of infant mortality was lost. Using hierarchical event history modelling an 

individual is stripped from his or her most important trait in the light of clustering: the number 

of siblings who died during infancy. This technique predicts survival chances of individual 

infants, taking into account the possibility of family effects. Whether someone’s siblings die 
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during infancy, and exactly how many of them die as infants, is not visible using this 

regression technique. Siblings, whose infant mortality risks correlate because of clustering, 

are treated as completely independent; all their commonalities are absorbed by the random 

intercept (of which the variance was a measure for clustering). A straightforward answer is to 

include the loss of the previous sibling as a covariate. However, this creates a new problem: 

doing so changes the interpretation of the random intercept variance, the measure of 

clustering. It is still a measure of differences between families, but given the loss of at least 

one infant, meaning it effectively removes part of the clustering. When the goal is to assess 

the amount of clustering, including information on the survival of the other siblings is a 

complete no-go. In the most extreme case, including a covariate how many siblings died as 

infants completely removes all differences between families. In this case the random intercept 

variance is exactly zero. It is still a measure for the (remaining) differences between families 

given the model setup, but it is far from a measure for clustering anymore. Information on the 

survival of siblings was therefore necessarily excluded from all models in chapters 3.2 and 

3.3. 

 Regaining the overview on the number of deaths in a family requires the use of a 

different methodology. Chapter 3.4 applies a recently developed prototype method, the H&B 

method, to visualize clustering using an absolute – i.e. comparable – measure. The method is 

named after the scholars who developed it, Henrik Holmberg and Göran Broström. It starts 

from the perspective of a population without clustering, taking the number of infants in a 

family into account by simulating infant deaths in families with a given number of births. The 

(absolute sum of) differences between simulated and observed proportion of families with a 

given number of infant deaths creates a new measure of clustering. Gradually allowing 

covariates to vary in the simulated population leads to a fictional population that increasingly 

resembles the study population. 

 This method led to a deeper insight into death clustering among the Antwerp families. 

Families without infant deaths, and families with many (four or more) infant deaths were 

largely overrepresented. Families with only one infant death, and to a lesser extent families 

with two infant deaths, were underrepresented. Broadly put: Antwerp families either had no 

infant deaths, or a lot of infant deaths. Over 40 per cent of this clustering was explained by (a 

combination of) the age of the mother (at the start of reproduction), the occupation of the 

father and the number of births in the family. Adding the genealogical history of the family 

explains an additional 5 per cent of all clustering.  
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In disentangling clustering by number of deaths in a family, the above factors mainly 

make clear why so many families experience no infant deaths, and why so few families only 

experience one infant death. The excess of families with many infant deaths is relatively less 

well explained by these factors. This suggests that answers for clustering are easiest to find 

when not focusing on why some families experience so many infant deaths, but instead, why 

others succeed in keeping their infants alive. For example, as for the genealogical history of 

infant mortality in the light of the socialization hypothesis, it is not only ‘bad’ habits in infant 

care that are transmitted from mother to daughter, but – maybe more importantly – the good 

practices. A similar suggestion was found in chapter 3.1, where low mortality families were 

explained almost twice as easily as high mortality families. It calls for a renewed interest in 

infant survival, as opposed to the mainstream focus in the literature on infant mortality. 

 

4.2. Generalizing the results – the Antwerp COR* families as an example? 

The above results are based on a select group of families: fathers and mothers, living and 

giving birth in and around Antwerp. These parents were born in the wider Antwerp area, had 

at least one sibling, and stayed within the region during the reproductive phase of their life 

course, a phase completed before 1906. The sample(s) used in this dissertation therefore have 

a number of characteristics atypical for a completely random sample drawn from the Antwerp 

population, hampering an easy generalisation of the results. These characteristics are either 

structural or data-specific.  

Structural characteristics are characteristics resulting from the nature of the research 

question. The main research question, the effect of sibling infant deaths on infant deaths in the 

next generation, requires a sample containing only families with at least two children in one 

generation: one needs to be a girl (or a boy for male lineages), survive childhood and give 

birth to an unspecified number of children, the other is her (or his) sibling influencing infant 

mortality risks among those children. This means that families without (surviving) children 

and one-child families will never qualify as research subjects for this research question. The 

results of the underlying study, as well as of any other future one of this kind, are thus by 

nature biased towards families with less than extremely high infant mortality (not every infant 

dies), and a sample’s mean number of births that is a little higher than average (since one-

child families are excluded). The former issue can sometimes be dealt with, as was aimed for 

in chapter 3.1 using an adaptation to the definition of what constitutes a ‘high infant 

mortality’ in the previous generation. The impact of the latter issue in the case of Antwerp 
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fortunately is soothed due to the majority of the families stemming from a clearly pre-

transitional fertility regime, as is discussed in chapter 3.1.  

Data-specific characteristics reduce sample representativeness because of restrictions 

in the sources or availability of the data. In this study the COR*-database was used. This 

database is built with a sample of individuals within a certain area (the 62 municipalities 

forming the Antwerp district). Therefore life courses of immigrants prior to their arrival in the 

region are unknown, as are life courses of emigrants after their departure. This study 

furthermore required two successive generations to be present in the region, hereby excluding 

even more (first-generation) immigrants and families who leave the region. Ideally these 

families should be backtracked to their origin (in the case of immigrants), or followed to their 

destination (in the case of emigrants). Unfortunately, this strategy is too time-consuming to be 

feasible within the context of this study. Moreover, the additional benefit for the sample 

representativeness would be limited. The COR*-sample not only covers the Antwerp city and 

its suburbs, localities characterized by strong immigration, but also the wider area of 

surrounding communities, localities where many of Antwerp’s immigrants originate from. 

The sample thus covers the lives of many migrants, at both origin and destination. Still, the 

dataset used in this study does not represent international or long-distance migrants. This 

makes the sample more homogenous (less migrants) than the actual 19
th

 century population, 

and decreases the diversity in care traditions. If long-distance migrants increase the diversity 

in childcare traditions, both clustering and the impact of an intergenerational transmission of 

infant death risks on clustering can be expected to be higher than what is found here. The 

impact of a family’s genealogical history on death clustering is thus probably slightly 

underestimated because of the bias in the sample towards a more stable population.  

Also, because of the (public) availability of the Belgian data sources, only the second 

half of the nineteenth century is sampled in the COR*-database. Given the requirement of two 

successive generations, this means that the infants whose lives are at risk in this study are 

born towards the latter decades of the nineteenth century, decreasing temporal diversity 

between different families. Since infant mortality remains high throughout the period under 

investigation, the impact of this temporal bias is less clear. 

The results in this dissertation therefore apply to infants born in the latter third of the 

nineteenth century, with parents and grandparent(s) originating from the wider Antwerp area. 

They are yet to be confirmed for infants from other periods, or infants from families 

originating outside the Antwerp district. Although clustering can be expected to be larger in 

the total population, as well as a family’s genealogical history possibly having a larger impact 
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on clustering, there are no reasons to believe that the results of this study would be 

fundamentally different, or that its conclusions would change if a different, more 

representative sample was used. 

Aside from widening the sample to other, yet underrepresented groups of the 

population (e.g. long-distance migrants), further research can also head into other directions. 

This study is limited to infants. This has the advantage that infants from the same family 

rarely experience their infancy at the same time, which reduces the effect of instantaneous 

events, such as accidents, epidemics, etcetera. The results on the postneonatal infants suggest 

that intergenerational effects extend beyond the age of twelve months as well. However, 

beyond this age the effect of other, context-bound factors becomes increasingly important, 

and the theoretical framework requires adaptation. Further research could thus focus on older 

children as well, but will face additional complexities.  

The research questions in this study are investigated with a strict, and limited number 

of variables. Future, more in-depth research could focus on adding additional factors. A few 

are suggested here. In chapter 3.3 the potential impact of grandparents was mentioned, and 

more specifically that of the role of the grandmother on father’s side. The COR*-database 

allows to assess whether that grandmother is still alive while her grandchildren are in their 

infancy, whether she is present in the household during that period, or even whether she 

resides in the immediate vicinity of her son and his grandchildren. Other factors are possible 

as well. Future studies could, for example, take into account individual causes of death. When 

unavailable, as in Antwerp, more aggregate figures on the occurrence of certain types of 

causes of death could be used. This study is meant to be exploratory, and discovered but the 

tip of the proverbial iceberg. Much more studies are needed, exploring additional factors, 

seeking confirmation in many other populations, both past and present. 

 

4.3. Confirming the results – the Antwerp COR*-families from a comparative perspective 

Despite the sample’s shortcomings, it is possible to put the Antwerp results in context by 

comparing them to the results in other populations. Until recently the study of clustering 

lacked the proper tools to easily compare different populations. Due to the recent 

development of the H&B method, a new way of analysing and visualizing clustering based on 

simulation techniques, comparing clustering across regions becomes an intriguing possibility. 

 In chapter 3.4 clustering in Antwerp is compared with clustering in two regions in 

Sweden: some industrializing parishes around the town of Sundsvall, and some parishes in the 

far north of Sweden, the Northern Inlands. Data for these regions stems from the 
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Demografiska database (DDB), one of the few historical data warehouses with a sufficient 

number of intergenerationally linked individuals. 

In all three regions, Antwerp as well as the two Swedish ones, infant deaths were 

clustered: there was an excess of families with a lot of infant deaths, and an excess of families 

without deaths, while families with one or two infant deaths were underrepresented. However, 

in some regions (Antwerp, Sundsvall) infant deaths were clustered almost twice as much than 

in others (Northern Inlands). Moreover, the extent of clustering is not directly related to the 

level of infant mortality: while the Swedish regions have a similar infant mortality rate, infant 

deaths are much more clustered in the parishes around Sundsvall than in the Northern Inlands. 

This is because the infant mortality rate is a measure of the average mortality, while clustering 

reflects the spread of mortality. More clustering in a region means that this region is more 

diverse in terms of determinants for infant mortality. Less clustering means a region is more 

homogenous. An unanticipated finding was that the coexistence of two cultures in the 

Swedish part of the arctic circle, roughly spoken one of Swedish sedentary smallholders and 

one of Sámi reindeer nomads, as a whole is less diverse than an area in Belgium containing 

both a fast growing, urbanizing city and the surrounding countryside. One of the possible 

explanations lies in the different socio-economic stratification of the population, which is 

much more homogenous in the Northern Inlands than in Antwerp, causing families to differ 

more from one another in Antwerp than in the Northern Inlands. 

Explaining clustering with a limited number of explanatory variables, including a 

measure for social class, proved to be most fruitful when clustering was large. In fact, the 

amount of clustering that remained unexplained was very alike in all three regions. This 

suggests that a larger diversity in mortality determinants, for example larger socio-economic 

differences, are the very reason for clustering being higher in Antwerp and the Sundsvall 

region than in the Northern Inlands. It also suggests that there is a ‘fixed’ amount of clustering 

that is difficult to explain. 

Adding an intergenerational component nowhere fully accounts for the remaining, 

unexplained differences between families. In fact, an intergenerational component is not even 

found everywhere. In the Sundsvall region no evidence was found of an effect of infant deaths 

in the previous generation on infant mortality in the next generation, at least not after 

controlling for covariates. This does not necessarily mean it is absent, only that it is not 

clearly visible. For the Sundsvall parishes it might be a data-related issue, resulting from the 

bias towards a stable population: lack of linkage between parishes leads migrants to be much 

more underrepresented in the Sundsvall region than in Antwerp, where all individuals in all 
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municipalities are fully linked. There are considerably less non-natives to contrast with in the 

Sundsvall parishes, but it is unclear if this leads to a decreased visibility of an 

intergenerational effect. In my opinion it might also be related to the specific Sundsvall 

historical background. The rapid development of the industrialized parishes in this region, 

followed by an explosive population boost, might have led to a corrosion of intergenerational 

family ties, weakening the correlation between infant deaths in two successive generations. It 

is difficult to point out a definitive explanation, since it remains hard to confirm the 

mechanisms behind an intergenerational transmission of death risks. Bluntly put: since we 

don’t have a full understanding of what caused an intergenerational transmission, it is difficult 

to explain why no evidence of such a transmission was found in the Sundsvall parishes.  

Contrary to the findings for the Sundsvall parishes, evidence was found in the 

Northern Inlands, where the effect of infant deaths in the previous generation on clustering 

was more important than in Antwerp. This might be related to the specific nomadic life style 

of the Sámi, exacerbating the survival chances of their infants. 

Apparently, the previous generation’s infant mortality does not matter for every 

population. When it does, it only explains a relatively small, but additional part of clustering. 

This means that the genealogical history of infant mortality is not the sole remaining cause for 

clustering: there are still many other, yet unidentified causes. Infant deaths in the previous 

generation is just one of them, but one with large regional differences in importance. In some 

regions it was more important than in Antwerp (Northern Inlands), but in other regions there 

is no prove that it played any role whatsoever (Sundsvall). What was found for Antwerp, is 

thus confirmed to exist elsewhere, but not everywhere.  

The lack of a consistent, universal effect of infant deaths in the previous generation in 

all regions suggests that the presence of an intergenerational effect is locally bound. Can this 

interregional perspective be used to further elucidate upon the mechanisms of an 

intergenerational transmission, or more specifically, the importance of the socialization 

hypotheses as opposed to the biology-related hypotheses? The regional diversity, as well as 

the findings for the Northern Inlands region, suggest mechanisms related to the diversity in 

local cultures. Family ties can be stronger in one region than in another. However, also gene 

defects can have strong local variants. If inheritable gene defects are present in a very limited 

number of families in one locality, it does not only lead to differences in intergenerational 

transmission between regions, but it also causes deaths to be more clustered in that locality, 

with an increased importance of the intergenerational component in explaining clustering. 
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Although an interregional perspective is fascinating, it raises more questions to the nature of 

an intergenerational transmission than it can solve.  

 

4.4. Learning from the results – death clustering as a new approach for studying infant 

mortality 

The genealogical history of infant mortality is thus one of the causes for the clustering of 

infant deaths in families. It is not the only cause, nor is it the main one. Nonetheless it plays a 

limited, yet not unimportant role in the unequal spread of infant deaths between families. For 

the major part this role is new, and as such has not been considered or tested before. It points 

to the existence of a number of family traits that are transmitted across generations, including 

childcare traditions, gene environments, hygiene practices, etcetera. Unfortunately, the 

methods and measures applied in this dissertation do not allow to fully understand what traits 

are important, and what traits are not. Consequently, at this point it remains unclear how 

exactly the correlation of infant deaths and infant death risks between generations should be 

understood.  

Aside from the main research question in this doctoral dissertation, which is the 

leitmotiv in all four chapters in part 3, every one of those chapters has its own starting point. 

Indirectly, this dissertation is intended as an example of how death clustering, and a focus on 

the family in general, might be beneficial to our understanding of demographic processes. 

Chapter 3.1 starts from the study of reproductive behaviour, and, more specifically, 

how it is transmitted between generations. In this corner of the field of demography scholars 

are interested in how reproductive behaviour is determined and diffused, and how that relates 

to long-term fertility change. Infant (and child) mortality is strongly related to fertility, 

through the interval between successive births, and in connecting the number of births to an 

achieved family size. Just like infant mortality is key to get a proper understanding of fertility 

outcomes, an intergenerational transmission of infant deaths is key to grasping the 

mechanisms of an intergenerational transmission of reproductive behaviour. Chapter 3.1 

therefore points to an additional element that needs to be taken into account when studying 

inherited dimensions of fertility, using clustering and the family perspective to ease the link 

between the study of infant mortality and the study of reproduction. 

Chapter 3.2 directly connects to the literature on death clustering, in which the mother 

is often put forward as a cause for familial differences. Adding information on her familial 

background, her genealogical history of infant mortality, further elucidates on the many 
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aspects of her role. By involving information measured one generation earlier, the mother is 

the sole remaining link between that previous generation and her own infants at risk of dying. 

Chapter 3.3 starts from a very similar, but mirrored approach, focusing on the role of 

the father. A father’s impact on infant mortality is often reduced to his role as main 

breadwinner, or even his presence. This chapter reveals that his role in the survival of his 

infants goes beyond the economic aspect. The family effects on infant mortality are thus not 

only attributable to the mother or the disposable resources, but also to the father, either 

directly or indirectly, but independent from the mother. The findings suggest, among others, 

that there is a biological selection at work, increasing survival chances for children whose 

father lost siblings close after birth. At the same time postneonatal deaths are transmitted 

along the paternal lineage. This raises the question whether the socialization hypothesis is also 

valid in this setup. Was the father influencing his partner’s childcare practices with 

knowledge and experience he socialized through his own mother? Or was his mother directly 

involved in raising the children of her son? Controlling for her presence, either in the 

household, or in the neighbourhood of the household, belongs to the future possibilities. 

Chapter 3.4 has a methodological aim, in response to the lack of a valid tool to 

unambiguously measure clustering. It briefly discusses the shortcomings of the most 

frequently used methods, and applies a recently proposed prototype method, the H&B 

method, to try out its claim that the method can be used for (regional) comparisons. Since 

many aspects of clustering are immeasurable, a comparative perspective reveals what aspects 

can be common, and what aspects are specific to certain regions. Additionally, clustering is 

made more ‘visual’ by differentiating between families with a fixed number of deaths. This 

led to the insight that in all regions – both in the ones studied in this dissertation as in the one 

which was originally used to test and illustrate the H&B method – clustering had the same 

appearance. Most families lost either none, or many of their infants.  

 

4.5. Added value of this research – this study as a point of departure for future research 

The finding that infant deaths in previous generations are relevant and predictive grants us 

new angles to study infant mortality. Also, this study lays the foundation for a whole set of 

future, demographically interesting and sociologically fascinating questions. 

 An important dimension that is not yet discussed so far is ‘time’. ‘Time’ here stands 

for a long-term perspective of both an intergenerational infant death risk transmission and of 

clustering; yet also the relation of these with the overall decline in infant mortality. 

Throughout this dissertation, the aspect of ‘time’ was deliberately not incorporated, mainly 
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because of scope and feasibility arguments. The focus was on the clustering in infant deaths in 

a limited number of families, and on the role of a family’s genealogical history in this 

clustering. In doing so, the connection between the study of clustering on the one hand, and its 

meaning for general demographic transition theory on the other hand, remains unclear. This is 

not only the case in this study. Ever since Monica Das Gupta put death clustering on the 

research agenda, scholars referred to a ‘large potential impact’, even ‘major implications’ of 

death clustering on our understanding of infant mortality. Despite some careful attempts (for 

example Das Gupta’s suggestions on innate parental capabilities, or Guo’s references to 

genetic elements), there remains a gap between the empirical observation of clustering, and 

the theoretical link between the family perspective and demographic theory and processes. So 

far, death clustering remains too ill understood to properly claim revisions of our current 

theoretical frameworks – such as the one from Mosley and Chen – or to improve our 

understanding of the mortality decline.  

 The most promising added value of this study lies in the unique intergenerational 

perspective in infant mortality. In taking an intergenerational perspective, this study lays the 

foundation to bridge the gap between the observation of clustering and demographic theory. 

The next step in bridging this gap is to focus on change over time: change of clustering over 

time, and long-term changes in the intergenerational transmission of death risks. So far, infant 

mortality is too often studied on an individual level, while the traditional explanations for the 

mortality decline – improved knowledge and training of medical practitioners and midwives, 

increased attention for hygiene, better nourishment, diffusion of breastfeeding – are situated 

on a higher level, that of the family. Moreover, the decline of infant mortality is not a constant 

process, but an evolution with accelerations, delays, and constant fluctuations. This is not 

explained so far, but could very well be related to (changing) family characteristics. An 

increased attention to the family in a long-term perspective could be an important aspect in 

understanding the timing and pace of the decline in infant mortality.  

The results from this study show that infant mortality is related to infant deaths in the 

previous generation. The results also suggest that practices and traditions of infant care play a 

key role in this intergenerational transmission of death risks. It has been argued that infant 

mortality started to decline when ‘bad’ care practices and lack of hygiene were improved 

under the influence of newly acquired medical knowledge and professionalized medical care. 

Doctors, midwives and other medical practitioners are believed to be important actors in 

reducing infant mortality. Doing so, they are able to relieve the burden of a genealogical 

history of infant mortality. As their role increases, and infant mortality starts to decline, the 
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effect of infant deaths in the previous generation is expected to weaken. Conversely, strong 

intergenerational ties can impede a family’s openness to discard the childcare practices and 

hygiene customs they are used to, following medical advice. A long-term perspective on 

changes in this intergenerational component will help us to understand the characteristics of 

the long term decline of infant mortality, in all its wavering and geographical diversity. 
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ENGLISH SUMMARY 

Born to die. Death clustering and the intergenerational transmission of infant mortality, 

the Antwerp district, 1846-1905 

 

In the recent literature on young age mortality a considerable attention has been devoted to the 

phenomenon of death clustering: the unequal distribution of (infant) mortality between 

families. Infant deaths seem to occur in a limited number of families. So far death clustering 

has been observed many populations, both historical and contemporary. The causes of this 

death clustering are still very unclear. This is partly due to the fact that there are no good tools 

available to unravel the characteristics, causes, significance and consequences of mortality 

clustering. However there is a consensus that this perspective on mortality might yield new 

and relevant information, not only in describing and explaining the historical mortality 

transition, but also for our understanding of the fertility transition. 

This study examines death clustering in the district of Antwerp in the second half of 

the 19th century. The study has a double set-up. Firstly, attention is paid to the 

methodological aspects of clustering: the development and application of methods and 

techniques to measure and visualize clustering. Therefore infant mortality is first approached 

from the perspective of the loss of children within the family, then from the mortality of the 

individual child, and finally from the unequal distribution of mortality between populations. 

For the latter, the Antwerp analyses are compared with data from northern Sweden. 

Furthermore this allows to introduce a new dimension adding to the debate on the causes of 

death clustering, i.e. the effect of infant mortality from previous generation to the survival of 

children of the next generation. 

One of the main results is that mortality rates of infants in successive generations are 

strongly correlated, both along the maternal and the paternal line. Those who lose their infant 

brothers and sisters, later on have a significantly greater risk to lose their own infants. This 

correlation is caused by a complex interplay of factors, such as socialization of educational 

practices and breastfeeding traditions, intergenerational inheritance of social status, regional 

influences, but also genetic defects. In practice it proves very difficult to detect and separate 

the combined contributions of these factors. 

A genealogical history of infant mortality is one of the reasons for the unequal 

distribution of infant deaths on families: the mortality of infants is clustered in a small number 

of families, in part because the parents of those families descended from families with high 

infant mortality. 
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These findings have several implications, both methodological and theoretical. For the 

empirical reconstruction and the theoretical interpretation of mortality, death clustering, and 

the decline of infant and child mortality it is statistically necessary and theoretically useful to 

consider family characteristics. In turn this is crucial for explaining the demographic 

transition, the transition from high to low fertility and mortality. 
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NEDERLANDSE SAMENVATTING 

Geboren om te sterven. Sterfteclustering en de intergenerationele transmissie van 

zuigelingensterfte, arrondissement Antwerpen, 1846-1905 

 

In de recente literatuur over sterfte op jonge leeftijd is ruime aandacht besteed aan het 

fenomeen sterfteclustering: de ongelijke verdeling van (zuigelingen)sterfte tussen gezinnen. 

Die sterfte is geclusterd in een kleine minderheid van de gezinnen. Dat werd vastgesteld in 

veel populaties, zowel historische als hedendaagse. De oorzaken van die sterfteclustering zijn 

nog erg onduidelijk. Dat heeft onder meer te maken met het feit dat er nog geen goede 

instrumenten beschikbaar zijn om de kenmerken, de oorzaken, de betekenis en de gevolgen 

van sterfteclustering te ontrafelen. Er is wel een consensus dat dit perspectief op sterfte 

nieuwe en relevante informatie kan opleveren, niet alleen voor het inzicht in de historische 

sterftetransitie, maar ook in de vruchtbaarheidstransitie. 

 Dit proefschrift bestudeert sterfteclustering in het arrondissement Antwerpen in de 

tweede helft van de 19
de

 eeuw. Er is een dubbel opzet. Eerst gaat de aandacht naar de 

methodologische aspecten van clustering: het ontwikkelen en toepassen van methoden en 

technieken om clustering te meten en te visualiseren. Daarbij wordt zuigelingensterfte eerst 

benaderd vanuit het perspectief van het verlies van kinderen binnen het gezin, vervolgens 

vanuit de sterftekansen van het kind en ten slotte vanuit de ongelijke verdeling van sterfte 

tussen populaties. Voor dat laatste worden de Antwerpse analyses vergeleken met data van 

het noorden van Zweden. Dat laat vervolgens toe om een nieuwe dimensie toe te voegen aan 

de discussie over de oorzaken van sterfteclustering, namelijk de invloed van 

zuigelingensterfte van vorige generatie op de overlevingskansen van kinderen van de 

volgende generatie. 

Een van de voornaamste resultaten is dat sterftekansen van zuigelingen in 

opeenvolgende generaties sterk gecorreleerd zijn, zowel langs moederlijke als langs vaderlijke 

lijn. Wie als kind broers en zussen als zuigeling ziet sterven, heeft zelf ook een beduidend 

grotere kans om later zijn of haar eigen kinderen te verliezen gedurende het eerste levensjaar. 

Dat wordt veroorzaakt door een complex samenspel van factoren, zoals socialisatie van 

opvoedingspraktijken en borstvoedingstradities, intergenerationele overdracht van status, 

regionale invloeden, maar ook genetische defecten. Het is in de praktijk erg moeilijk om het 

aparte en het gecombineerde gewicht van deze factoren te detecteren.  

Een genealogische voorgeschiedenis van zuigelingensterfte is zelf één van de 

oorzaken voor de ongelijke verdeling van zuigelingensterfte over gezinnen. De sterfte van 
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zuigelingen is geclusterd in een klein aantal gezinnen, mede omdat de ouders van die 

gezinnen zelf ook uit gezinnen met grote zuigelingensterfte afstammen. 

 Deze bevindingen hebben allerlei implicaties, zowel methodologische als theoretische. 

Voor de empirische reconstructie en de theoretische duiding van sterfte(clustering) en van de 

daling van de zuigelingen- en kindersterfte is het statistisch noodzakelijk en theoretisch nuttig 

om gezinskenmerken in de analyses op te nemen. Dat is op zijn beurt cruciaal voor het 

verklaren van de demografische transitie, de overgang van hoge naar lage vruchtbaarheid en 

sterfte. 
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RÉSUMÉ FRANÇAIS 

Né pour mourir. Le ‘clustering’ de la mortalité et la transmission intergénérationnelle 

de la mortalité infantile, l’arrondissement d’Anvers, 1846-1905 

 

La littérature récente relative à la mortalité infantile a prêté une grande attention au 

phénomène du ‘clustering’ de la mortalité, c’est-à-dire la répartition inégale de la mortalité 

(infantile) entre les familles. Le fait que cette mortalité soit effectivement nettement plus 

élevée au sein de certaines familles a été constaté dans de nombreuses populations, à la fois 

historiques et contemporaines. Mais les causes de ce ‘clustering’ ne sont pas encore 

déterminées. C’est une conséquence directe du manque des bons outils permettant de mesurer 

et de démêler les caractéristiques, les causes, l'importance et les conséquences du ‘clustering’ 

de mortalité. Néanmoins il existe consensus sur le fait que cette nouvelle perspective de la 

mortalité est susceptible d’apporter des informations nouvelles et pertinentes, non seulement 

pour la compréhension de la diminution de la mortalité historique, mais aussi de la diminution 

de la fécondité. 

Cette étude examine le ‘clustering’ de la mortalité infantile dans l'arrondissement 

d'Anvers au cours de la seconde moitié du 19e siècle. Le but de cette étude est double. D’une 

part, l’analyse des aspects méthodologiques de l’étude du ‘clustering’: le développement et 

l'application des méthodes et techniques qui permettent la mesure et la visualisation du 

phénomène. La mortalité infantile est d'abord approchée sous l'angle de la perte d'enfants dans 

la famille, puis de la mortalité d’un enfant en tant qu’individu, et enfin de la répartition 

inégale de la mortalité infantile entre les populations. Ce dernier aspect est analysé en 

comparant les données d'Anvers avec celles du nord de la Suède. D’autre part, cela permet 

d’ajouter une nouvelle dimension au débat sur les causes de la mort de ‘clustering’, à savoir 

l'effet de la mortalité infantile à la génération précédente à la survie des enfants de la 

génération suivante. 

L'un des résultats principaux est que les taux de la mortalité infantile dans des 

générations successives sont fortement corrélés, à la fois sur la ligne maternelle et paternelle. 

Ceux qui perdent des frères et sœurs à la mort infantile, eux-mêmes ont un risque 

significativement plus élevée de perdre ses propres enfants. Cette corrélation 

intergénérationnelle résulte d’une interaction complexe des causes, tels que la socialisation 

des pratiques éducatives et des traditions d‘allaitement, la transmission intergénérationnelle de 

la position sociale, des influences régionales, aussi que des défauts génétiques. En pratique 

c’est très difficile de séparer les contributions individuelles et combinées de ces déterminants. 
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Des antécédents généalogiques de la mortalité infantile expliquent en même temps la 

répartition inégale de la mortalité infantile entre les familles. La mortalité infantile est 

concentrée dans un nombre limité de familles entre autres parce que les parents de ces 

familles eux-mêmes descendent en droite ligne de familles avec une mortalité infantile élevée. 

Les conclusions de cette étude ont plusieurs implications, à la fois théoriques et 

méthodologiques. Pour la reconstruction empirique et l'interprétation théorique de la 

mortalité, du ‘clustering’, et de la diminution de la mortalité infantile, c’est une nécessité 

statistique et une opportunité théorique d’inclure les caractéristiques familiaux dans les 

analyses. Par conséquent les conclusions de cette étude sont cruciales pour expliquer la 

transition démographique, c’est-à-dire la transition de la fécondité et de la mortalité infantile 

historique. 
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