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Abstract

This paper studies the feasibility of acquiring the multiple source-recemesfer functions for the predic-
tion of pass-by noise Sound Pressure Level (SPL) of vehicles withdkeNultipole Boundary Element
Method (FMBEM). Employing measurements and simulations, the influenceauiéncy resolution, mesh
density, mesh accuracy and solver accuracy on the computation time ane ovetiall SPL and the third
octave band SPL is investigated. It is concluded that pass-by noise estinitit@n accuracy of about 4 dB
within a computation time of less than one day can be achieved in the near future.

1 Introduction

The maximum sound pressure level (SPL) generated by a vehicle dysaggeby test is an important metric
for the vehicle’s successful homologation. The 1ISO 362 standardidesahe measurement setup and
procedure for obtaining the SPL in several driving modes [1]. As degin Fig. 1, the vehicle under test is
driving on a specified road surface over at least 20 m along a cerggrdissing between two microphones
located left and right at 7.5 m distance and 1.2 m height. The SPL is retasieg a sound level meter
with A-weighting and exponential averaging with a 125 ms integration time. Measnts are performed in
several pass-by tests with the vehicle driving at a constant speedkofifand in acceleration, at different
gears. The surrounding of the test track is free of large reflectingcishjmeteorological conditions are
modest and background noise SPL is at least 10 dB below the measuriedumaSPL.

As noise restrictions are becoming more and more severe, car manufaceen a need to predict the
pass-by noise (PBN) sound pressure level of newly developedasagsrly in the design stage as possi-
ble [2]. Moreover, in order to develop effective countermeasuresdaae the pass-by noise, the various
noise sources and their contributions to the overall SPL need to be identifiddhere should also be in-
formation on the signatures of the sources, either in the form of third otiand SPLs, time-frequency
spectra or complete audible sound samples. Recently, several reapprohches have been conducted to
develop synthesis procedures for the prediction and analysis obyassise [3, 4, 5, 6]. These procedures
concern the translation of a number of source excitations in the moving véthitle received signals at the
microphone positions. Main issues in these procedures are
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Figure 1: Overview of the setup for a pass-by noise test conform the882 Standard.

1. The identification and representation of all noise sources.
2. The determination of the source excitations.

3. The acquisition and application of the source-receiver transfetiturs for a discrete number of ve-
hicle positions.

4. The application of the Doppler shift due to the movement of the vehicle.

5. The combination of all source contributions into one signal for eadivec

The first three items involve a considerable amount of experimental edfaitof these the determination of
the transfer functions from the sources and vehicle positions to theveesés considered as the most lavish
part [7]. This stems from the large number of source-receiver rekdtipa to be obtained, and from the
requirements posed to the measurement environment, being either an desldrack or a semi-anechoic
chamber that is large enough to contain all significant source-redeivesfer paths.

The employment of computational methods to generate numerical estimates otithe-seceiver transfer
paths would considerably alleviate the experimental burden of the PBNesysiftrocedure. This would also
allow vehicle developers to obtain a pass-by noise estimate already duriaigttizd prototyping stage, as
it does not require the availability of a physical prototype for conductingsueements. Another advantage
of having such a computational method is the flexibility to study various counésumes for reducing the
PBN sound pressure level. Moreover, we could take our analysis bf #Bvel of abstraction up and
evaluate various alternative scenarios to the improvement of the ISO 36@a8da for instance to enhance
the standard’s representativity for traffic noise annoyance and ineimurban environment.

Evidently, the required frequency range and resolution are importaatgders when applying computa-
tional methods for the determination of the source-receiver transfetiéuns. Depending on the frequency
range, various methodologies are available. From the one side, a detémaipgoach like the Boundary
Element Method (BEM) [8] allows for the accurate prediction of sounddi&ioim arbitrary structures in the
low frequency range. The higher frequencies require an incrdgslagse surface mesh, and since the com-
putational complexity of the BEM i© (N?) to O(N?3), with N the number of degrees of freedom (DOF), the
computational resource demand increases rapidly from consideralgieciees From the other side, asymp-
totic methods such as Geometric Acoustics and the Geometric Theory of Diffr§@, 10] are applicable to
the high frequency range where the wavelength is much smaller than thetgeahwomplexity. This type
of methods loses its validity for lower frequencies. The mid-frequencgeastretching from about 500 Hz
to 2 kHz for the case of the sound field from a complete vehicle, is too higthéoconventional BEM and
too low for the asymptotic methods.

Recently, new methodologies have been introduced to address the miérioygegion [11, 12, 13]. The
High Frequency Boundary Element Method [14], while being an asymptotibade seems capable of
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yielding satisfactory results for the determination of vehicle exterior sowtdsfidown to frequencies as
low as 200 Hz, although results appeared to be less accurate in acoastmnstegions [15]. Another
highly promising candidate is the Fast Multipole Boundary Element Method @EMHE16, 17], which is an
approach based on the BEM that exhibits a much more favorable computatiomaexity of O(N log? N).
Whereas the BEM is usually applied to problem sizes up to several tensusfihds of DOFs, the FMBEM
allow the evaluation of problems with sizes up to millions of DOFs in an acceptabipwation time.
For the computation of acoustic fields of vehicles, Chaigne et al. [18}tegpoomputed predictions of the
exterior acoustic panel loads in the range from 400 Hz to 2.5 kHz usingMiEM. Most results showed
less than 5dB deviation as compared to measurements, whereas the pdgel tba shadow regions of the
car were underestimated. Cordioli et al. [19] reported results of ercimustic loads for a full vehicle in
the frequency range from 92 Hz to 1361 Hz using the FMBEM. A similaremgent within 5 dB was found
here for the panels close to the source, whereas the larger deviatiorssimaithow regions were contributed
to the lack of geometrical detail in the mesh. The reported computation time ohéaus for the entire
range (36 frequencies) is promising for realistic situations.

This study investigates the feasibility of employing the Fast Multipole Bound&amént method for the
numerical evaluation of source-receiver transfer functions fos-pgsnoise synthesis. The pass-by noise
case requires a broad frequency range, since the various congibatinces contain significant power levels
in the low-, mid- and high-frequency ranges. This can be seen from pheatysource spectra of exhaust,
intake and tire noise shown in Fig. 2. We investigate the ability of the FMBEM tercihe required range
with sufficient accuracy and within a reasonable computation time. In this gaméllowing issues will be
addressed separately:

The frequency resolution

The density of the mesh

The accuracy of the mesh geometry

The accuracy of the FMBEM solver

For each of these issues, accuracy and computation time will be consitief@etction 2 we further discuss

the approach to address these issues, including the setup of the contleeteurements and of the simula-
tions. In Section 3 we focus on the frequency resolution and we will pmesaitention to the necessity to
obtain accurate transfer functions in the spectral domain as well as in the dim&ird In the subsequent

Sections 4 to 6 the remaining three issues are covered. Sections 7 and helpaper with a discussion of

the evaluation time and feasibility of computation, and with the general conctusion
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Figure 2: From left to right: typical 1/3 octave band spectra of exhaustkenand tire noise. All sources
exhibit high power levels at frequencies below 1-2kHz and constatcaying levels at higher frequency
bands.
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2 Approach

The goal of our simulations is the determination of overall A-weighted SPlilardloctave band SPLs at the
receiver position, as these parameters are essential for pass-byemalgation. The average performance
and worst case performance for all of the transfer functions will beugised in terms of these two metrics.
The aim is not to generate synthesized sound samples for sound qudlitgteraas in e.g. [4, 5, 6], which
would result in considerably stricter requirements for frequency résaland mesh accuracy than for this
study.

In this study we assume that the pass-by noise varies slowly enough drttialeffect of Doppler shift
is small enough to permit the employment of multiple steady state analyses ag¢riféehicle positions,
instead of having to reconstruct the transient signals and use the tinregyade8PL. The steady state SPL
that corresponds with the exponentially weighted, time-averaged instan&a8eL,

1/2

SPL(t) = {1 /t p2(7) exp™ /T dr Q)

T -

T being the decay time of the weighting function, can be obtained from the apegpresentation of the
pressure(f) as

f2 1/2
SPLSS—B / ﬁ(f)\?df] , @

whereT is the observation time period arfgl > f1 > 0 are the upper and lower frequencies of the frequency
band of interest. For a discrete spectrgfrthis integral is evaluated by means of rectangular or trapezoidal
integration, where the latter may be employed for increased accuracyen wéere the frequency band
is small with respect to the resolution of the spectrum. The multiple steady stateaappith SPL, as
metric should suffice for the studies of the transfer functions presentbisipaper. However, we do keep in
mind that in future analysis the reconstruction of the transient signals wiltirbfaconducted, and for this
reason we require the transfer functions to be represented adequattelyly in the frequency domain, as
Frequency Response Functions (FRFs), but also in the time domain, dsérRasponse Functions (IRFs).

The focus in this study will be on the determination of the source-recemesfer functions. For this rea-
son the adequate representation of the sources will not be consitiéitecregard to the source signatures,
the varying source levels over frequency will determine the relative ibotibns of the different frequency
bands. Strong narrowband peaks in the source excitation could resaimpletely different third octave
band levels at the receiver than was expected from the transfer fas@ione or from a summation of the
third octave band levels of source and transfer function. This will bewatted for in the considerations but
it does not significantly change the conclusions of this study. With regditgeometry of the sources, we
assume that the transfer functions can be described as point-to-paicgseceiver relations, where each of
the sources may be represented as one or more point sources [268t.aPgmoaches like applying the full
normal velocity condition on the sound radiating source surface or ugiegeric source, as in [21, 22], will
be (much) more computationally intensive and are not considered realiie mment. Anyhow, an alter-
native choice in these approaches will not significantly affect the aisadyshe transfer functions. Finally,
the issue of the coherence of different sources is of importance wdoemalating the source contributions
into one receiver signal, but this is also disregarded in this paper.

In the study, the source-receiver transfer functions are consideresix source positions, two vehicle po-
sitions and one receiver, giving twelve transfer functions in total. Asvahia Fig. 3, the source positions
1 to 6 are taken at the rear left tire, exhaust tailpipe and engine intakehes®l positions for the direct
engine radiation, one below the engine close to the oil pan and two at theaftrdrback of the engine, up
in the engine bay. The receiver is on the left of the vehicle, and the sglesteiver positions relative to
the vehicle position, A and B, are the center and front location as showe fiigiire. This set of functions
is considered representative for the possible variety of transfetiéunsahat may occur with pass-by noise,
and it is therefore expected that the observations and results for thisetadee valid for the complete set.
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1 =tire

2 = exhaust
3 =intake
4 = oil pan

5 = engine front

6 = engine back

A = center receiver
B = front receiver

Figure 3: Location of the source and receiver points, top view and gigde v

The transfer functions under study have been acquired by measuseasewell as by simulations. In the
subsequent subsections the experimental and simulation setups arsetiscus

2.1 Measurement setup

For the evaluation of the transfer functions, measurements have beéuactes on a Chrysler Neon car.
The vehicle was positioned in a semi-anechoic room, and the transfer fumetiere obtained through a
reciprocal approach by placing an omnidirectional volume acceleratiotesén one of the two 'receiver’
positions A and B, and by acquiring the sound pressures on the 'sqos#ions 1 to 6, as in Fig. 3.
The positions A and B were set at a lateral distance of 4.3 m to the centerflthe oar, which was the
maximum possible because of the size of the room, and their height was 1 se distances are expected
to sufficiently represent the distances in the ISO 362 Standard. Due tertti@aechoic room and the sound
source, reliable FRF measurements were expected from 150 Hz and. higigesampling frequency was
8.2 kHz. Figure 4 shows an overview of the setup and two measurederdnsttions.

2.2 Model setup

The simulations were set up to reproduce the experimental configuratlmadoustic surface mesh was
derived from the NCAC crash mesh of the Chrysler Neon [23] using ned#ting tools available in the
Virtual.Lab CAE software suite [24]. The geometry inside the engine bagistu of the engine block, the
battery and the radiator. Some geometrical details, like the exhaust tailpipe migsing from the mesh.
The mesh was made up from triangular elements with a typical edge length of 5@ynsubdividing the

CIRAL | VS

Figure 4: Experimental determination of the transfer functions. Left:\oerof the setup. Right: measured
FRFs of the tire source - front receiver and engine front soureatec receiver positions.
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mesh| #nodes  fiax DOFs
L1 15225 677 Hz 45631
L2 60864 1271 Hz 182518
L3 243402 2446 Hz 730056

Table 1: Number of nodes and maximum frequency at six points per watblefthe employed surface
meshes, and degrees of freedom (DOFs) for the simulations including tr@inmpedance boundary
condition.

elements, two finer meshes were derived for which some characterigtilistad in Table 1. On the surface
of the mesh, a zero velocity boundary condition was assumed, and orotirgrlane a symmetry condition
was employed. The Fast Multipole BEM solver that was used, as included Wirtinal.Lab suite, is based

on the Indirect BEM formulation. Fictitious eigenfrequencies were swggeick by applying an impedance
boundary condition on the interior of the mesh, which led to a number DOR# #iree times the number

of nodes for all three meshes. Because the number of receiver pesitesmaller than the number of
source positions, a reciprocal approach was used here as well, ih athile 'receiver’ positions volume

acceleration point sources were defined, and at the 'source’ pasitlosters of field points were defined
where the acoustic pressures were obtained. The clusters of pointdailive assessment of the sensitivity
to the exact field point positions. Computations were performed on a Lingkeclamploying one or more

Intel Xeon processors running at 2.66 GHz, with 4 Gb memory per psocesd sufficient scratch disk
space available.

3 Frequency resolution

First subject of study is the required frequency resolution for obtaiaimgliable estimate of the overall
PBN SPL and third octave band SPLs. With the purpose of predicting spatrallfrequency averaged third
octave band levels on SEA panelsiilr et al. [25] obtained a sufficient resolution of three frequencies pe
third octave band, and [15] reported a good agreement for spatiallfrequaency averaged values with an
approach taking single frequency samples over a large number of pothemnaalternative approach taking
multiple frequency samples over a limited number of points. Other authorsZ] 8 f2ort results at a single
frequency. In our case, the interest is not in spatially averaged vdlues single point-to-point relations
in terms of frequency-averaged band levels. The number of requiggddncies for a sufficiently accurate
third octave band average depends on the smoothness of the FRF irthefcy band, which is related to
the location of the source and receiver and their direct environmentin§imnce, the FRFs of the sources
inside the engine bay are influenced by its resonant behavior and dyedikentain strong peaks and dips,
as can also be seen from the rightmost FRF in Fig. 4.

In order to study the required frequency resolution of the transfatifums, the measured transfer functions
were employed as the starting point since they were obtained up to 4.1 kHwitnd fine frequency
resolution of 1 Hz. However, as the measurements were inaccurate dsdovi®d0 Hz, the measured data
was appended with simulated transfer functions in the low frequency .rafige simulated results were
obtained with a conventional BEM computation on a 6000 node mesh of quathilalements. The mesh
allowed for a maximum frequency of 300 Hz at six points per wavelengthjtamas derived from thd.1
mesh in Table 1 by using a mesh coarsener. Measured and simulated dateowdrined by a gradual
transition between 150 Hz and 250 Hz to yield a single FRF for each soecedser transfer function.
Figure 5 shows simulated and measured FRFs for two transfer functigeghés with the impulse responses
and the correction to the impulse responses by employing the simulated date.rém¢fe 200 Hz —300 Hz
the measured and simulated FRFs agree withid dB, for which Fig. 5 shows a best case and a worst
case agreement. The FRFs show a considerable improvement in the ¢mefoy range, as can best be
seen from the phase. However, as can be observed from the impsgemses and their corrections it is not
evident that the low-frequency simulated data yield improved impulse respdmsthese cases, although it
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Figure 5: Reconstruction of the low-frequency content of the reterétRFs, shown for the tire source -
front receiver (left) and the engine front source - center recéigasfer functions (right). Above: measured
and simulated FRFs, phase and amplitude. Below: Measured impulse respodscorrections, i.e. original
IRF minus corrected IRF, by replacing the low-frequency content bylsiea data.

was clearly observed that for the long times= 0.1...1.0 s the impulse responses were improved due to
suppression of the low-frequency noise in the measured data.

With these constructed FRFs as reference, the resulting overall @Rl third octave band SPLs are com-
pared to those of FRFs that are subsampled with a frequency\gtep 1 Hz. Figure 6 shows estimates of
the overall SPL for the six FRFs related to the center receiver vekgudt is observed that the deviation
with respect to the\f = 1 Hz case does not increase monotonously with increadifigand that it varies
between the different FRFs. If all mean and maximum deviations of the tw&¥s are combined in one
figure, as in Fig. 7, left, then it becomes clear that for a maximum deviationd8 ih the overall SPL
Af may go up to 50 Hz over the entire frequency range. Figures 7, middleigind show the mean and
maximum deviations of the third octave band SPLs versfifor all FRFs combined. It is observed that the
higher frequency bands allow for a coarser sampling than the lowerdnay bands, which is likely related
to the larger width of the higher bands. Table 2 summarizes the allowgbfer a maximum deviation of
about+1.5 dB. In the light of these findings, the required frequency resolutiomledéor point-to-point
relations is considerably higher than the three frequencies per thirdedetand as was found by Mer et
al. for spatially averaged panel loads [25]. This can also be seenrbgaring the blue, continuous and
green, dashed lines in the figures. Moreover, employing only the singterdeequency as an estimate of
the third octave band SPL can hardly lead to reliable results, as can bE@®adhe red, dash-dotted line in

the figures.

1That is, the SPL in the receiver points as obtained by multiplying the FRFs withstant source level.
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Figure 6: Estimates of the overall SPL for the six FRFs related to the centavee versus frequency step.
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Figure 7: Relative errors for all twelve FRFs versus increasing &equ step. Left: mean and maximum
error over all FRFs for the overall SPL. Middle and right: mean and maxiemar over all FRFs in the third
octave band SPLs. The color axis in the middle and right figures is limited to #tdBblue, continuous line
demarcates the maximutkf for a mean error in the 1/3 octave band SPLs less @hadB and a maximum
error less thari.5 dB. The green, dashed line and the red, dash-dotted line show therfi@gstep related
to the rules prescribing three frequencies and one frequency peptiade band.

frequency range | Af
< 282 Hz 20
282Hz...1.1kHz | 30
1.1kHz...2.2kHz | 40
> 2.2 kHz 50

Table 2: Maximum frequency step in different frequency rangesltitaining a deviation less thahl.5 dB
in the third octave band SPLs and-bi dB in the overall SPL.
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3.1 FRFinterpolation

Although we have confined our attention in this paper to steady-state amalyddrequency domain con-
siderations, in the context of the pass-by noise case we require théetréunsctions to be represented
adequately not only in the frequency domain as FRFs, but also in the time damb®frs. However, since
the time periodl” of the impulse response function is inversely proportional to the frequatepAf, for a
coarse frequency resolution the time period becomes too small to contairtiteci@pulse response. This
would result in time-domain aliasing which should be prevented. For instémcthe IRFs in Fig. 5 the
pulse duration is abouit1 s, and this would allow for a maximum df = 10 Hz. If a coarser frequency
resolution is employed for the simulation of the FRFs, then the intermediate FREsvaky be acquired by
interpolation to yield a sufficiently high frequency resolution. The neeadodentical frequency step over
the entire axis for the time-domain reconstruction is another motivation for RRFpoiation if we want to
apply the variable frequency resolution as suggested in Table 2. A thirdtampoeason for FRF interpola-
tion is that the source spectrum may require a finer frequency resolutiarihib transfer functions because
of its irregular pattern, for instance in case of strong harmonic contentalengine orders or otherwise.
In this case the relative smoothness of the transfer function would alloanféfRF interpolation scheme
to yield satisfactory results using a coarser resolution without the neeskfemsive computations on all
intermediate frequencies.

The interpolation of the FRF can be performed by local function approximatsing real functions either
for the real and imaginary parts or for the magnitude and phase partsieiRfid-ig. 8 shows the maximum
error in the SPL versus frequency step for the real/imaginary and theitm@gfphase approaches using
interpolation with cubic splines.

As compared to subsampling, the magnitude/phase interpolation does notaighjifiaffect the results,
whereas the real/imaginary interpolation yields a considerable deterior&@emerally, the magnitude and
phasé are much smoother functions than the real and imaginary parts. Moraswe SPL metric is based
on the magnitude of the spectrum, see Eq. (2), the magnitude/phase interpfilatietter to the prediction
of SPL. Besides these two approaches, an alternative approach @mgptoynplex rational functions [26]
has been investigated but it only yielded satisfactory results for freguesolutionsAf < 20 Hz. In con-
clusion, the magnitude/phase interpolation with cubic splines is the prefgpedah of FRF interpolation.

Instead of comparing the third octave band SPLs and overall SPL of Bsasypled FRFs as in Fig. 7 we
may now compare the interpolated FRFs with the reference FRFs fregpenésequency. Figure 9 shows
the mean and maximum of all single frequency error for the SPL in the dB fwratlee third octave bands
and for the entire range. Compared to Fig. 6 these figures result in a muehcomservative estimate of

2This holds only for the non-periodic phase, as the periodic phase exsliitp transitions over tHe-m, ) boundaries.

Maximum error in overall SPL
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Figure 8: Maximum errors in overall SPL for all twelve FRFs versusdeggy step, for the magnitude/phase
and real/imaginary interpolation of the FRF.
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Figure 9. Relative frequency-per-frequency errors for all twdhrRFs versus increasing frequency step.
Left: mean and maximum error over all FRFs for the complete frequengerahhe maximum error line
falls beyond the limit of the axis. Middle and right: mean and maximum error di/&R&s in the third
octave bands. The color axis in the middle figure is limited to 4 dB and in the righrefig 40 dB. The line
demarcates the maximusf for a mean error in the 1/3 octave bands less thdB. However, up to this
line themaximumerror can go up t@5 dB.

the frequency step akf = 15 Hz over the entire frequency range to obtain the same accuracy forahe
deviations as for thenaximundeviations in Table 2. The maximum errors are generally in the order of 10-
80 dB, which makes clear that the interpolation may lead to large errors fgle srequencies, especially for
the higher frequency steps. The sudden jump in the third octave SPLsdatoei125 Hz band is caused by
the reference FRFs consisting of simulated data up to 150 Hz and meaatadustgond. The simulated data
are smoother than the measured data and therefore give rise to lesslatitenperror. The interpretation of
the two different requirements for the frequency step is that the estimatebtd Z holds in case of source
excitations with a smooth, broadband characteristic, whileXhe= 15 Hz estimate is more representative
in case of excitations with strong tonal components. These may lift up exreisgle frequencies and thus
influence the overall and third octave band SPL disproportionally.

4 Mesh density

Since the mesh density determines the mesh size and consequently the complbetgieM model, this
is an essential parameter for the feasibility of obtaining simulated transfetidas for pass-by noise pre-
diction. The common rule of thumb for the mesh density is to use six to ten elementmpelength to
obtain an error of about 1.0 - 1.5 dB in the acoustic field point press@i@s For spatially and frequency
averaged SPL values, iMer et al. [25] concluded that six elements per wavelength resulted inranadr

4 dB, which was considered acceptable, whereas a 4.5 elements péenvgilvenesh resulted in an unac-
ceptable error of 10 dB. Wang et al. [15] however reported resultsiiaulations with a conventional BEM
which showed agreement with measurements within 5 dB up to a resolution irdgreodtwo elements per
wavelength. And even more surprising, Zhang et al. [22] reported ggoeement within 1 dB of PBN SPL
between measurements and simulation results employing an Indirect BEMaapg frequencies up to
3 kHz whereas the density of their mesh seemed to allow for a maximum frggone more than 300 Hz
at six elements per wavelength. These results show that, even thougletioé thumb of six elements per
wavelength is well established for single frequency results, there is ssagreéement in the literature when
spatially/frequency averaged values are concerned. In addition ta gospewhat relaxed rule of thumb that
is encountered in the industrial context is to ensure that only 80% of the migimieey the six elements per
wavelength rule.

The required mesh density is studied on the basis of fheurface mesh of the Chrysler Neon and the refined
L2 andL3 meshes as given in Table 1. Results on coarser meshes are comparesé turtfiner meshes. On
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the L1 mesh, all FRFs were obtained over the range from 1 Hz up to 2240 Hzthsiis¢eps given in Table 2.
A conventional indirect BEM was employed up to 660 Hz and the Fast Multipg was employed from
160 Hz onwards. The numerical integration of the BEM solver, as prdwigié/irtual.Lab, employed a level
2 quadrature rule in all regions. The residual error of the iterativeesaivthe FMBEM was set a0 3.
Figure 10, left, shows the mean and maximum deviations of the FMBEM with cesp¢éhe BEM for all
FRFs over the overlapping frequency range. The average deviagothe frequency range is 0.4 dB, which
is in line with the expected accuracy of the FMBEM. However, for some Faigsat specific frequencies
the deviation may go up to 4-8 dB. On ti& mesh, all FRFs were obtained over the range from 400 Hz
up to 2240 Hz employing the FMBEM. On thHe3 mesh, the FRFs were obtained only on the frequencies
[1200, 1240, 1680, 1720] Hz because of the considerable computational load. Figure 10, rigbgmeethe
mean and maximum deviations for the FRFs obtained with FMBEM onthenesh compared to those
obtained on thd.2 mesh over the range 400 Hz — 1200 Hz. The mean deviation is steadily imcylast
from 900 Hz the maximum deviation becomes irregular. This shows that &sseomeshes beyond the six
elements per wavelength rule the estimation at single frequencies and fotg@pioint relations becomes
more and more unreliable. Table 3 summarizes mean and maximum deviations/df #imel L2 meshes
at four different frequencies. At the frequencies 880 Hz and H20Qhe L1 and L2 meshes respectively
obey the six points per wavelength rule for 80% of their elements. Thesshiatathat, in order to keep the
maximum error at a single frequency below 2 dB, the six elements per watelarle must be respected.
However, it is also clear that the error does not increase dramaticalbp&wser meshes, and that taking six
elements per wavelength for only 80% of the elements can yield an acceptabia@y as well, not only for
frequency averaged quantities but even when looking at single fneguesults.

When looking at the third octave band SPL and overall SPL, the situatiomssaen more relaxed. Figure 11
displays the overall SPL for all FRFs obtained with themesh for 1 Hz — 2240 Hz and obtained with the
L2 mesh for 400 Hz — 2240 Hz, where the frequencies below 400 Hz are feka the L1 mesh results.
Although theLL1 and L2 meshes are clearly too coarse for this frequency range, with 1.8 anteBérds
per wavelength at 2240 Hz respectively, the agreement in the SPL withdBXdr all FRFs is remarkable.
Figure 12 shows a best case and worst case agreement of the thirel loated SPLs of two FRFs, showing
a maximum deviation of 3 dB in the 2 kHz third octave band.

These results demonstrate that for a sufficiently accurate predictiorecdlband third octave band SPL for
pass-by noise the six elements per wavelength is not necessarily the limit. Figane 10 and Table 3 it

appears that the mean deviations over all FRFs remain below 1 dB downeddHmur elements per wave-
length, although the maximum deviations become considerable. Although theeifrey averaged results in
the form of overall and third octave band results seem to suggest thatmeven go down to two elements
per wavelength, we have to bear in mind that, with the incorporation of theeseucitations in the pass-by
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Figure 10: Left: Mean and maximum error for all FRFs obtained with FMBEivhpared to BEM on the
L1 mesh. Right: Mean and maximum error for all FRFs obtained with FMBEM orLthmesh compared
to the L2 mesh.
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L1 mesh L2 mesh L3 mesh

Frequency Ref.| Elements DeviatiofdB] | Elements DeviatiofdB] | Elements

[Hz] mesh| per\ mean  max peri mean  max peri

670 L2 6.1 0.7 19 11

880 L2 4.6 0.8 25 8.7

1240 L3 3.3 11 3.6 6.2 0.5 24 12

1720 L3 2.4 2.6 10.3 44 0.7 3.6 8.5

2240 L3 1.8 4.7 11.9 34 0.7 20 6.5

Table 3: Mean and maximum deviations for all FRFs obtained on a numbegaidncies employing the
L1 andL2 meshes, as compared to results obtained on a finer reference mesh.
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Figure 11: SPL obtained with FMBEM simulations on the mesh and thé.2 mesh up to 2240 Hz.
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Figure 12: Third octave band SPLs for two FRFs, showing the bestarabd¢he worst case agreement
between the simulations on tlid and L2 meshes.
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noise estimates, the image of averaged values may be considerably distardedd of lifting out certain
frequencies and thus magnifying the errors in the transfer function s¢ fihequencies. For this reason it is
suggested not to go any lower than 3.5-4.5 elements per wavelength, theflattdch in our case came
down to having 80% of all elements satisfying the six elements per waveleriigthiaar.

5 Mesh accuracy

In order to reproduce the measured transfer functions by means of 8onylais essential that the model
adequately represents the physical configuration. Important aspetsite the geometry of the mesh, the
material description of the surfaces and the locations and geometriesroés@nd receivers. With regard
to the mesh geometry, the level of exactness up to which mesh and struciulé agree is determined by
the wavelength of the acoustic field. However, if the locations of sounce®areceivers lie close to the
structure or inside a cavity, e.g. the engine bay, geometrical detail, edememnsions below the wavelength,
may significantly influence the acoustic field. Other small details further aseay $ource and receiver can
often safely be disregarded.

Muller et al. [25] showed that a model with only overall geometrical informatiay yield spatially and
frequency averaged values with a deviation of up to 3 dB. Our casegmthe point-to-point relations of
sources from various positions close to the mesh to receivers far awaytie mesh. The influence of mesh
accuracy is studied by starting with the 50 mm surface mesh of the Chrysberae re-meshing it with the
Wrapper functionality in Virtual.Lab with two larger element sizes of 80 mm ar@irhé. This approach
yields approximate meshes to the 50 mm reference mesh. Subsequenissubdil the elements results in
meshes that have a similar mesh density ad.thend L2 versions of the reference mesh, but that also include
a coarser.0 level mesh with a maximum frequency of about 300 Hz at six elements petemgile. With
each mesh, the FRFs are obtained with the FMBEM for the range 1-2248iktzthe frequency resolution
of Table 2. Thel.0, L1 and L2 meshes are employed up to 340 Hz, 670 Hz and 2240 Hz respectivelg whe
at the latter frequency the mesh fits about 3.5 element per wavelengthe Egshows mean and maximum
deviation for all FRFs of the 50 mm mesh as compared to the measurementsa(dff the 80 mm and
160 mm mesh as compared to the FRFs obtained with the 50 mm mesh (middle andrrigintjhe leftmost
graph it may be observed that the frequency-per-frequency ragreebetween the 50 mm reference mesh
and the measurements is not good. The mean deviation over all FRFs quérfcees is about 8 dB with
maximum deviations going up to 40 dB. This deviation is larger than the mesh-todeemtion of the two
right graphs. Mean deviations go up to 6 dB for the 80 mm mesh and 8 dBdd6h mm mesh. The latter
shows considerable deviation already at lower frequencies. Thapagdemonstrate that the influence of
mesh accuracy is related to the frequency of the acoustic field. If esqutés overall SPL or third octave
band averages, as in Figs. 14 and 15, the deviations between the thresisegout 2 dB, where the 80 mm
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Figure 13: Mean and maximum error for all FRFs. Left: simulations on the 50hmesh compared to the
measurements. Middle and right: simulations on the 80 mm and 160 mm meshesedhopsimulations
on the 50 mm mesh.
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2 A-3 A4

Figure 14: SPL obtained with simulations on the various meshes and with measuseall up to 2240 Hz.
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Figure 15: Third octave band SPLs for two FRFs, showing the bestarabdéhe worst case agreement
between the simulations on the various meshes and the measurements.

mesh and 160 mm mesh perform more or less similar. As compared to the meassretearly the FRFs
inside the engine bay, numbers 5 and 6 in Fig. 14, are represented wioesgas FRFs of source-receiver
relationships with a less complicated transfer path agree within 3 dB with all resshsg.

The deviation of the FRFs of interior engine bay sources can be explajnad inadequate representation
of the configuration. This can be attributed to errors in the locations of theess, incorrect geometry,
incorrect surface description and a vibro-acoustically decouplddati@n. With regard to the locations of
the sources, there was no strong influence found for any of theeswureen the location of each source
point (i.e. receiver point in the reciprocal simulations) was changedbgm in all possible directions.
However, with regard to the mesh geometry, the physical geometry in theeclnagynis poorly represented
by the mesh, as it includes only the engine block, the battery and the radiatonprovement here should
likely lead to improved results of the FRFs. Moreover, if the engine bay nonteuld be represented more
thoroughly, then their surface impedances should probably also beitdkesccount. Although Nller et
al. [25] observed no considerable improvement when using realistic impeg@n the mesh as compared to
using a rigid boundary condition, they did not consider the engine bagrobrMoreover, especially in the
engine bay, under the hood, the structure may vibrate along with the acexstation and it would require
a coupled vibro-acoustic model evaluation to resolve this. Most likely, the faator in the deviations
between computations and measurements is the structural geometry. Withitaleildyaof more accurate
CAD models, it should be able to improve the prediction of the transfer furetion
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6 Accuracy of the FMBEM solver

The FMBEM solver is based on an iterative solver for the system matrixiegu&or an iterative solver, the
residual error is the stopping criterion that decides whether the obtadhetibs is sufficiently accurate. A
rule of thumb for obtaining sufficient accuracy is to use a residual effere= 0.001. For large problems this
may however yield an increasing number of iterations to be performed, ammiitl be beneficial to iterate
just up to the required level of accuracy in the results instead of gainingrecessary accurate answer for
a considerable amount of computation time.

The current investigation concerns the effect to the field results of gailseresidual error frorp = 0.001

to p = 0.01. The FRFs have again been obtained with the 50 mm mesh within the frequaeTgsy * Hz

— 2240 Hz. Figure 16 shows the mean and maximum error for all FRFs oxdratuency range. The
mean error is about 2 dB over the entire range, and the maximum error may ol6 dB for specific
frequencies and FRFs. The overall SPL per FRF is shown in Fig. Hrthaml octave band plots of two
FRFs are shown in Fig. 18. These graphs show the same 2 dB deviatidm dviever depends strongly
on the specific source-receiver relationship. This error is in the samye i&s other errors described in this
paper. It depends on the effective gain in time by increasing the regdaalwhether this remedy is worth
applying. This will be discussed in the subsequent section.

7 Evaluation time

Figure 19, left, shows evaluation times per frequency for the three mesty@sying four processors on the
Linux cluster. All three meshes first have a decrease in the evaluation tihnthem again an increase (for
the L3 mesh, this effect would probably come at higher frequencies). Thedficgease comes from the
improving efficiency of the FMBEM since with higher frequencies the nedd fs smaller. In FMBEM, the
evaluation of near field interactions requires the setting up and evaluat@rcafventional BEM matrix,
which is entirely stored on the scratch disk. This results in a considerablerdumiodisk access time which
slows down the evaluation. Figure 19, right, shows the disk space néadedaluation, which exhibits
the same trend in the lower frequencies. In the higher frequencies, the isligease in evaluation time
is caused by the increasing size of the cluster tree. On average, thatmralf a single frequency takes
0.4 hour for the simulations employingl mesh and 1.4 hour when employing th2 mesh, both on four
processors. This factor four time increase clearly shows the nearly tineadependency of the FMBEM
on the number of DOFs. For computations on fl3emesh, evaluation time is largely overshadowed by disk
communication due to the large data files at the lower frequencies, buefprencies in the range 1700-
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Figure 16: Mean and maximum error for all FRFs of simulations with 0.01 residual error compared to
simulations withp = 0.001.
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Figure 18: Third octave band SPLs for two FRFs, showing the bestarabdéhe worst case agreement
between the simulations wifh= 0.01 andp = 0.001 residual errors.

2000 Hz an evaluation time of 6 hours per frequency is attained, which afgoros the nearly linear time
dependency of the FMBEM.

The gain in evaluation time by increasing the residual error of the iteratlversio the FMBEM is shown

in Fig. 20, left. For both thd.1 and L2 meshes, the speedup is about a factor 1.4. As was discussed in
Section 6, this speedup comes at a cost of accuracy of on averagea@dd& maximum 16 dB for our
problem.

Figure 20, right, shows the speedup realized by increasing the numipeoagssors, which shows that a
speedup of a factor 4-5 is attained when evaluating on eight procéssigsd of on one. When going from
four to eight processors, the speedup is about a factor 1.5-1.6. e 12 mesh evaluation results in a
higher speedup, which shows that in that case the overhead costpayaller role than with the smaller
L1 mesh. This indicates that evaluations with even larger meshes will benefitfronréncreased parallel
evaluation.

To estimate the feasibility of obtaining the transfer functions for predicting-pgsnoise SPL with the
FMBEM, we consider a typical case in which we require six point souimethe engine, i.e. one for each
side, and point sources for intake, exhaust and each of the tir@sg di? sources in total. Conform Table 2,
going up to the 2 kHz third octave band requires the evaluation of 70 fneiggee Employing the meshes
up to a frequency for which 80% of the elements satisfies the six elementsapelenwgth criterion, and a
residual error of the iterative solver pf= 1073 the total wall clock evaluation time on eight processors
for obtaining all surface potentials would then be about 460 hours andthétlerrors in all approximate
steps added together would yield a mean error over all FRFs of aboutBl.5hé postprocessing step
that yields the transfer functions to the receivers relative to all vehiddipos yields only a small added
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computational effort and is not regarded in this estimate. Lowering the rmessdity criterion to 3.0-3.5
elements per wavelength results in 200 wall clock hours and a mean eaboof 2.0 dB, and if on top of
this the residual error is increasedge= 102, a total wall clock time of 150 hours is obtained with a mean
error of 4.0 dB. This is an acceptable error for our purposes.

Although this is still a considerable amount of computation time, further reduntey be achieved by a
number of remedies. Firstly, increased parallel evaluation straightfdiyveeduces the wall clock time by
simultaneous evaluation of different sources or frequencies, prbtide not only the number of processors
is increased but also the number of hard disks that are addresseeridegetly. Secondly, the measure
to suppress fictitious eigenfrequencies may be considerably relaxegdpbyirg an impedance boundary
condition on only 10-20% of the interior of the mesh instead of on the whole [@85hThis will reduce the
number of DOFs by more than a factor two with a consequent equal reducitomputation time. Thirdly,
the application of a Singular Value Decomposition (SVD) may reduce the nuailveght hand sides in
the system equation that are derived from the 12 sources [29]. Rguftk realization of a broadband
implementation of the FMBEM can also result in an improvement of the evaluation 3the1]. Of these
remedies, the first three may be readily incorporated in the procedutbaendill easily lead to a reduction
of the wall clock computation time to less than a day. This shows that the nuneratation of the transfer
functions for the estimation of pass-by noise overall SPL and third octave 8PL is becoming feasible in

the near future.
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8 Conclusions

This paper has discussed the feasibility of acquiring source-redearesfer functions for the prediction of
pass-by noise overall SPL and third octave band SPLs by means of tBEMMt became clear that with
an accuracy of about 4 dB this is indeed feasible, although a furthactied of the computation time is
still required. This reduction can readily be attained in the near future. drp#iper, thorough analyses
were performed with regard to the required frequency resolution, mexsditg, mesh accuracy and accuracy
of the FMBEM solver, and the consequences for the resulting errorérathand third octave band SPL
and computation times have been discussed on the basis of twelve sagwenr&RFs which have been
measured and computed. For the frequency step it is concluded thatddepen the frequency, a frequency
step between 20 Hz and 50 Hz is required for sufficient accuracymiésd density is seen to be sufficient
when 80% of the elements satisfy the criterion of six elements per wavelength farther reduced criterion
of to 3-3.5 elements per wavelength for all elements is seen to not exdg$soreasing the mean error.
With regard to the mesh accuracy, comparison between measurements datiGimghowed an agreement
within 8 dB over the entire frequency range, and it is seen that the aycofathe mesh considerably
influences the accuracy of the transfer functions, especially for masgs gose to source positions. The
sources inside the engine bay where observed to be the most affedtesligsh accuracy. With regard to
the accuracy of the FMBEM solver, it was found that an increase ofdsieual error by one order would
result in a mean error of about 2 dB. Clearly, the aim of obtaining avdrggantities, i.e. the SPL and the
third octave band SPL, instead of accurate frequency-per-freguenults has shown to considerably relax
the requirements for the mesh density and accuracy and for the solveaagcWith the FMBEM, these
can be beneficial to yield sufficiently accurate answers in reduced datigutime.

Currently, the evaluation time for obtaining the required transfer functimmsdss-by noise estimation is still
considerable. However, a number of approaches has been subigesignificantly reduce the evaluation
time, and it is esteemed that within the near future it will become possible to obtaiarmoal predictions
of the pass-by noise SPL with the employment of the Fast Multipole Boundamdat Method with an
acceptable accuracy and within a limited wall clock evaluation time.
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