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Abstract—Trust is a key ingredient in collaboration between se-
curity operations centers (SOCs). The collaboration can enhance
defense and preparedness against cyberattacks, but it is also
important to limit the attacker’s ability to infer their potential
for success from the communication between SOCs. This paper
presents a proof-of-concept for a granular information sharing
scheme. The information about a security incident is encrypted
and the SOCs can decide with great precision which users or user
groups can access it. The information is presented in a web-based
dasboard visualization, and a user can communicate with other
SOCs in order to access relevant incident information.

Index Terms—Incident management, Information sharing,
Fine-grained access control

I. INTRODUCTION

Digitalisation in the modern world can be considered a
double-edged sword. It allows us to access information around
the world and communicate easily with people from different
countries and cultures. However, it also makes us vulnerable to
malicious third parties that may gain access to our computer,
use our browsing information for malicious purposes or try
to cheat us somehow. In other words, we are used to locking
our doors, but still tend to leave our cyberdoors and -windows
wide open. The same applies to the fourth industrial revolution
and the factories of the future (FoF) where the physical
facilities are often locked, secured and guarded, but the digital
facilities and assets may be vulnerable to cyberattacks and data
breaches.

The digital convergence of traditional manufacturing com-
panies has changed the way they are connected to the network
and how they use data, and the pace of this digital trans-

formation may be too fast for them. According to Deloitte
(2017), cyberattacks may have far more extensive effects than
ever before and individual manufacturing companies and their
supply networks are unprepared for the potential risks [1].
For companies in the critical infrastructure sector, these risks
are often more complex and involve big responsibilities, for
instance, in terms of energy distribution or providing connec-
tivity. Critical infrastructure companies are often supported
by national or in some cases even sector-specific computer
emergency response teams (CERT), computer security incident
response teams (CSIRT), and other supporting agencies such
as national emergency supply agencies (NESA) and national
cyber security centres (NCSC), the latter of which normally
also host and coordinate the CERT activities.

A security operations center (SOC) combines the people,
processes and technologies that are needed to respond to
cybersecurity incidents into one unit inside an organization.
The mission of the SOC is to prevent, detect, respond and
analyze such incidents to keep the company’s networks, de-
vices, databases and any other assets safe. Information about
the security status of these assets is gathered from various
monitoring tools and combined at the SOC to provide the
overarching view of security.

Several SOCs working together form a collaborative secu-
rity operations center (CSOC) that can provide an even wider
view on cybersecurity. For example, several companies along
a supply chain could benefit from shared information if one
of them detects cybercriminal activity. However, establishing
and maintaining trust is key to a functioning CSOC.

This paper is structured as follows: Section 2 overviews
previous work on information sharing, trust and collaboration
frameworks. For practical realization of trust, we also sum-978-1-6654-8453-4/22/$31.00 ©2022 IEEE
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marize fine grained access control methods for collaborative
environments. In Section 3 we describe the scenario behind
and the implementation of our proof-of-concept. Discussion
on the proof-of-concept and its place in building trust between
SOCs is presented in Section 4, and conclusions in Section 5
close the paper.

II. BACKGROUND

Within the European Union, cybersecurity information ex-
change is a form of strategic partnership among key public
and private stakeholders, where the aim is to address malicious
cyberattacks, natural disasters and physical attacks [2]. In 2015
ENISA [3] highlighted the strong need for the exchange of
data to support the management of vulnerabilities, threats and
incidents, as well as other cybersecurity activities. However,
in the field of cybersecurity, trust is one of the most significant
barriers to organizational information sharing. [4]

The two main actors identified in the cybersecurity informa-
tion sharing research are the defenders and attackers. It is im-
perative for the defenders to share cyberthreat information like
knowledge about threats, incidents, vulnerabilities, mitigation
methods, leading practices and suitable tools. After all, when
an attacker has the means and a motivation to threaten one
organization, they may become a threat to the wider defending
community.

The sharing of cybersecurity information improves (i)
awareness of current cyberthreats affecting any relevant sec-
tors, (ii) understanding of attackers’ tactics, techniques, and
procedures, (iii) acquisition of information that would oth-
erwise be unavailable through public sources or security
vendor reporting, (iv) decision-making regarding technology,
controls, and resources allocation and escalation, (v) detection
capabilities on networks, and (vi) mitigation and responses
prior to an actual event [5].

Additionally, for the information sharing to be useful, the
organizations must have good documentation and inventory
management. There should also be coordination of best prac-
tices among the teams managing cybersecurity and risk to
determine the most effective medium for information sharing
(e.g., email, reporting etc.) and how the information is best
shared. Finally, senior leadership’s role in setting up informa-
tion sharing mechanisms cannot be neglected. Mid-managers
and practitioners should engage in collaboration and should be
given the competences to engage, share and collaborate with
external trusted counterparts on threats and incidents. [5]

A. Trust and Information Sharing

As SOCs grow in size and complexity, the level of abstrac-
tion increases as well. Larger and more complex SOCs are
more likely to be physically separated from the monitoring
infrastructure. Moreover, abstractions such as virtualization
and security as a service can create technical and legal limi-
tations concerning multi-tenancy, logical network segregation,
integration etc. [6].

Similar concerns emerge around the use of threat intel-
ligence platforms, which are often seen as part of a SOC.

The main limitations of these platforms comes from the
large quantity of information: it is difficult to find relevant
information and generate value out of it [7]. Furthermore,
the threat triage and relevancy determination is currently a
manual process, hence it takes time and expertise. Also, data
warehouses focus on data collection, but not so much on other
phases of the intelligence life-cycle.

The participating organizations need to have certain levels
of trust towards the platform operator as well as towards
the other organizations. ENISA [7] identified the following
categories of trust relationships that develop in this context:
(i) Organization trusts platform, provided that handling shared
information and access control does not expose confidential
data to unauthorized recipients, (ii) organization trusts other
participating organizations that handling of shared information
is performed in accordance with a predetermined protocol,
e.g. TLP, (iii) platform provider and other organizations trust
the organization that information shared by it is reliable and
credible.

There are also some practical limitations for taking part
in threat intelligence sharing. There may be concerns about
the quality of shared threat data and issues of confidence
and information provenance. Limited advanced analytic ca-
pabilities and lack of automation of tasks, the diversity of
data models and formats used, and wide variety of APIs
and integration requirements could be additional limitations
for many organizations to participate in threat intelligence
platforms. [7]

B. Frameworks for Collaboration

Collaboration when responding to cyberincidents has been
a topic of interest for some time. For example, system models
for collaborative incident response involving multiple organi-
zations and legal entities, organized around an independent
central node like Palantir [8] and Cerebro [9] have been
proposed. Both of these models define sets of roles and
responsibilities as well as a process for the incident response,
and present an implementation of their respective schemes.
More recently, Settanni et al. [10] showcased a layered col-
laborative cyberincident management system for European in-
terconnected critical infrastructures. The organizational SOCs
at the lowest layer use sensors and tools to detect threats and
report to national SOCs at the middle layer for incidents that
might have cross-organizational relevance. National SOCs are
responsible for gaining situational awareness on the network
of national critical infrastructures. They perform information
aggregation, correlation, classification and analysis, and pro-
vide advice on mitigation and early warnings back to relevant
SOCs. At the top layer the European SOC performs analysis
of strategic information shared by the different national SOCs
and distributes advisories to targeted lower level SOCs and
other European security entities.

Meng et al. [11] provided a comprehensive overview of the
concept of collaborative security based on an investigation
of 44 different systems. They divided the different collabo-
rative security systems into collaborative intrusion detection
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systems, anti-spam, anti-malware, identification of malicious
nodes, malware detection in Mobile operating systems, and
detection and resistance to botnets. The taxonomy they provide
considers the target of analysis (host or network), timeli-
ness of analysis (online or offline), architecture (centralized,
decentralized, hierarchical, hybrid) , network infrastructure
(wired, wireless), initiative (active, passive collaboration),
shared information (raw, partially or fully processed), and
interoperability (standard or custom communications). The
authors pinpoint seven threats these systems face: privacy
leakage, privilege escalation, authentication violation, denial
of service, malicious code execution, abuse of functionality
and resource depletion.

Irrespective of the tools and frameworks used, trust between
the collaborators is an important issue. A recent approach
aims to improve the trust, accountability and consensus be-
tween participants of a collaborative intrusion detection system
(CIDS) by incorporating distributed ledger technologies (i.e.,
blockchain) into the system [12]. The authors provide a generic
architecture for a distributed CIDS, where the participating
nodes exchange messages in two layers, an alert exchange
layer and a consensus layer. The first layer is used to propagate
information and the second layer is used to make decisions
about what should be included in the ledger.

An example of a collaboration framework focusing on the
privacy of the participants is the PRACIS (PRivacy-preserving
and Aggregatable Cybersecurity Information Sharing) scheme
[13]. It provides privacy-preserving data forwarding and ag-
gregation in a data sharing network. The system uses exist-
ing format preserving encryption techniques to the messages
(structured threat information expression, or STIX data format)
and uses homomorphic encryption to provide some simple
statistics about the about reported information in a privacy-
preserving way.

Before an incident has even happened, there are opportuni-
ties for collaboration. Malware information sharing platform
(MISP) [14] can be used to collect and share important
indicators of compromise of targeted attacks, as well as other
threat information like vulnerabilities or financial indicators
used in detecting fraud cases.

Finally, in order to exchange precise information between
SOCs we need a common technical language. The incident
object description exchange format (IODEF) [15] represents
computer security information commonly exchanged between
collaborative SOCs and other similar organizations. It provides
an XML representation for conveying threat characterizations,
security incident reports, response activities and metadata for
exchanging all this information. The structured format of
IODEF allows for machine-to-machine information exchange
and automated processing of data.

C. Fine Grained Access Control

Access controls are needed to prevent unauthorized access
to system resources. Different access control models, e.g., role-
based access control (RBAC) [16], have been under active
research for decades. There are comprehensive surveys on

traditional tasks and groups -focused access control for collab-
orative systems [17] as well as on more dynamic, community-
based collaborative systems based on users’ established inter-
personal relationships [18].

In collaborative environments there is often a need for more
fine grained access control than traditional RBAC can offer.
Albulayhi et al. [19] reviewed different fine grained access
control models intended for cloud computing environments.
They split the models into three categories: traditional, en-
cryption based and modern. In their analysis, the encryption
based models offer high granularity but have more processing
overhead. Traditional models have better performance, but
some of them are not comparatively fine grained and lack
security features like backward and forward security.

Adding to that, there has also been a good amount of
research on fine-grained access control (FGAC) systems for
XML-documents, the de facto standard language for infor-
mation exchange on the Internet. For example, Damiani et
al. [20] present an access control model that exploits XML’s
internal cababilities to define and enforce access restrictions,
directly in the XML document content and structure, and
another model called QFilter rewrites user’s query to a new
one that will not return data violating access control rules, to
achieve both security and efficiency in query processing. [21]
A framework for different XML access control mechanisms
has been proposed by Luo et al. [22].

III. FGAC FOR INFORMATION SHARING

In this section we first present the larger context of en-
hancing trust between SOCs. Then we describe the proof-of-
concept implementation that combines an event generator and
a dashboard visualization for exchanging incident information
between two SOCs.

A. The underlying scenario

One of the major goals of our project wast to design and
implement a collaborative security operations center. In order
to help the organizations with preparing for and preventing
cyberattacks, we need to support their threat, vulnerability
and incident management by enhancing information sharing
among them. However, one major obstacle for information
sharing is a lack of trust. Within the project, we wanted a
CSOC to collect relevant information, analyse it and respond
to security incidents without unnecessary delay. There were
several objectives for the CSOC: (i) enabling collaborative in-
cident response in manufacturing environments, (ii) hastening
decision making, and (iii) optimizing costs for responding to
attacks.

We aimed to enhance the trust between organisations by
using fine grained access control for incident information shar-
ing: only relevant pieces of incident data would be shared to
specific users or groups. For example, if an automotive factory
faces a cyberattack, they could share only basic information
about the incident to other factories in Europe, more specific
information to other automotive factories, if the attack seems
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to target their sector in particular, and finally give full access
to their closest collaborating SOC operator.

The amount of information that needs to be shared should
be carefully considered, as it is possible that the attacker is
also observing the situation in order to gauge the success
of their attack. In our work we wanted to balance the need
to share enough information to the right people – but not
too much that it becomes a threat in itself. We created a
proof-of-concept system using fine grained access control, that
allows an organization to share incident information while
maintaining trust.

B. Our implementation

The proof-of-concept (PoC) consists of an event generator
and an incident management dashboard, see Figures 1-3.
The event generator was developed for simulation purposes.
The PoC can gather information about the performance and
responses of the monitored system. The event generator is the
base engine of the simulation environment. It fires stochastic
incident events, imitating what could happen in a real produc-
tive scenario. This simulated data can then be visualized at the
dashboards of the collaborating actors and locations.

The event generator system uses object-oriented design;
there is a clear segregation of responsibilities between its
components. Firstly, IODEFGenerator is responsible for gener-
ating the documents and assigning them to different products.
Secondly, an XML Processor component is responsible for
building valid XML documents from the generated incidents
and sharing them with the incident response team. Each of the
fired incident events follows the IODEF standard [23]. There
is at least one incident entity in each file, and each entity is
comprised of the fields detailed in Table I. Finally, since the
visualization dashboards of the collaborators are assumed to
be web-based, the event generator uses the HTTPS protocol
for data exchange with the different dashboards.

The IODEF documents are enhanced with fine-grained
access control tags, that act as attributes to the fields holding
the incident information, in order to visualize the incidents. We
grant access to the encrypted information to the users based
on these tags.

Now, we can control the users’ ability to visualize these
fields in a differential way because of the FGAC tags. In
the demonstration, the event generator randomly selects a
subset of tags within the IODEF document, and encrypts them
with a randomly generated key and a certified and secure
cryptographic algorithm. When the document is shared, the
encrypted tags containing the sensitive information cannot
be viewed without the key. These encrypted tags contain
the FGAC keyword as an XML Attribute with those teams’
identification numbers, that can access and decrypt them. In
order to access this data, an external team needs to provide
all required information, e.g., team and incident identifiers.

We save the users in a database and give them two tag-
attributes: one specifies the clearance group the user belongs
to and the other is a specific tag belonging to the user. These
attributes can be used when the SOC of the original incident

Fig. 1. The basic view of the dashboard for a user that has access to all
incident data. This is the case for at least the SOC that first discovers the
incident.

Fig. 2. In this dashboard the user does not have access to all incident
information. The system presents a red ”You are not authorized for this
information” label to them instead. Now the user can click the button below
the red notification to request access for this particular field for this particular
incident.

Fig. 3. Here the user has been granted access to one of the fields. The
system displays a message in green: ”Key received. You can now decrypt the
content”. Now the user can click the button to decrypt the information.
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TABLE I
IODEF FILE FIELDS

Field Multiplicity Description

IncidentID One An incident identification number assigned to this incident by the CSIRT who creates the IODEF document.
AlternativeID Zero or one The incidents ID numbers used by other CSIRTs to refer to the incident described in the document.
RelatedActivity Zero or one The ID numbers of the incidents linked to the one described in this document.
DetectTime Zero or one Time at which the incident was detected for the first time.
StartTime Zero or one Time at which the incident started.
EndTime Zero or one Time at which the incident ended.
ReportTime One Time at which the incident was reported.
Description Zero or more Non-formatted textual description of the event.
Assessment One or More A characterization of the incident impact.
Method Zero or More Techniques used by the intruder during the incident.
Contact One or More Contact information for the groups involved in the incident.
EventData Zero or More Description of the events involving the incident.
History Zero or More A log, of the events or the notable actions which took place during the incident management.
AdditionalData Zero or More Mechanism which extends the data model.

decides who to disseminate information to; they can choose
to distribute the IODEF information based on the clearance
groups or by the specific user. The IODEF document simply
needs to be populated with the corresponding tag-attributes
within the information fields.

From the point of view of the information receiving parties,
the web front-end compares the tags within the IODEF docu-
ment to the ones held by the user that is currently logged in to
the dashboard application. When the tags match, i.e the user
or their group is allowed to access the encrypted information,
the web front-end displays the content to the user. Otherwise
the user sees a placeholder text “You are not authorized for
this information”.

In our PoC, we have users from two different organizations.
For some of them some information is encrypted and therefore
un-viewable. However, such a user can request a key for
decrypting the information, and the original SOC can accept or
decline the request.the demonstration we have users from two
different organizations. In Figure 1 a user from the originating
SOC has full view of the incident information. Now, in Figure
2 a user from another SOC can see partial information about
the incident. There is, however an option of requesting the
key for each of the encrypted fields. In the final Figure 3 the
second user has been granted access to one of the fields and
can move forward with decryption.

IV. DISCUSSION

This proof-of-concept demonstrated a fine-grained way of
sharing information between SOCs. Because of the detailed
control over who can access the data, the originating SOC
can be reassured that only the minimal necessary amount
of information about their processes is exposed to external
collaborators. On the other hand, the granular nature of this
method requires good communication and networking skills
from the personnel of the SOCs; the hard technical controls
are very limiting if there is no ongoing human-to-human
contact between the people analyzing the incidents and making

decisions on who would benefit from the information, and
how much information should be shared. Similarly, when
requesting access to encrypted data in the incident reports, it
is also important to have a good rapport with the other SOCs.

The FGAC on the shared information is also beneficial in
keeping as much information out of the hands of attackers as
possible. However, if we assume that the access control and
encryption are capable of thwarting traditional hacking attacks,
we still need to consider social engineering attacks, that try to
take advantage of any weaknesses in the collaboration between
SOCs.

Creating and maintaining a strong trust relationship is very
vital in this information sharing scheme. This means that both
the encryption algorithm and key length should be designed
precisely for this purpose. Even though the proof-of-concept
wasn’t focused on these kinds of technical aspects, but instead
in demonstrating the visualisation and sharing functionalities
of incident information, previous work defined an Attribute
Based Encryption (ABE) scheme for another project use case
that could perhaps be applied also to our scheme [24].

In this demonstration we implemented an access control tag
that allowed for encrypting and decrypting individual fields
of data in an incident report. For future work, these incident
reports could be further enriched with insights from the
cybersecurity analysts. The current version of the dashboard
is plain and simple, and in a future project it might be useful
to explore different kinds of visualizations for the incident
data. The randomly generated events in the PoC allow for
fine-tuning and testing different options while the possibilities
and limits of this system are explored. However, in a future
project it would be interesting to replace the generated events
with real data.

V. CONCLUSIONS

In order to facilitate collaboration between SOCs, a suf-
ficient level of trust needs to be established. In this paper
we have presented a system for sharing security incident
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information in a granular way. The access to the information
can be granted to either user groups or individual users, and
it is possible to request or grant access to individual data
points within the incident documents. Thus, the SOCs have
a great amount of control on what information to reveal to
which collaborators. These technical safeguards enhance trust
between SOCs and also limit the attacker’s opportunities for
gaining insight into how their attack has succeeded.
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