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Abstract

The evolution of the cell phone from a “simple” wireless peao a portable mul-
timedia station is a prime example of the paradigm shift irdera day electronics.
Applications evolve towards more mobility and more multadig This requires an in-
crease in power efficiency of the electronic systems astygitever is limited. Battery
life-time also has become one of the key sales arguments imtibile market. As such
the number of operations per watt must increase.

Modern day electronic systems are unthinkable without nrgroiocuits. In high end
single die processor systems already more than 50% of trerelieis used by memory
cache. This value is expected to still increase as markeindrapplications, such as
games and multimedia, are still growing in market penairati

As such SRAM has been chosen as the prime subject for thistHéss introduction
will start by illustrating the significance of SRAM for cumetechnology development.
This will be followed by a short section on the basic workimmpiples of SRAMs. The
key to reducing the leakage in SRAMs will be introduced intieecl.3. Sectionl.4
will then briefly illustrate the consequences of a reducqupluvoltage on the data
retention capability of the cells. A chapter-by-chaptesmmvew will be provided in the
following section and lastly the contributions of this warill be listed.

This thesis contributes in three main domains to achievaléséred results presented
in the previous sections.

To minimise the leakage currents in the matrix of an SRAM, @sd, lower, supply
is introduced for the non-accessed parts of the matrix. Ehisiplemented with the
finest granularity feasible: a single word. This granulahias the benefit of minimising
wake-up delays while keeping the maximum possible amoucelts in a drowsy state.
To achieve this the last stage of the decoder was distriliate¢he matrix to control the
supply switches and wordline activation. This combinespicity of control, limited
area overhead and maximal reductions. The research waisipedtbin Gee03.

A further contribution in this thesis is the development aws$ign of a monitor and
regulation circuit to guarantee the data retention. Lomgethe supply voltage on the
drowsy cells not only reduces the leakage currents, it adslnees the retention ca-
pability of the cells. Traditionally, the increase of intend intra die variations in
recent technologies would require margins on the drowsylsupltage to be taken
to compensate for the reduction in retention capabilityeSéhmargins in turn would
deteriorate the possible leakage current savings. As sushmportant to be able to
guarantee the retention of the data without sacrificing #reefit of leakage reduction.
By measuring the actual retention capability of the cellshie live and operational
environment, a regulation circuit can be designed to masénieakage reduction on
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a die-to-die basis while guaranteeing the data retentiohe Jolution published in
[GeeOT fulfils this requirement.

The final contribution of this thesis is in the domain of mydtrt memories. The
prototype, which is the focus of the research @ep08, combines the leakage re-
duction techniques with an asymmetric width dual port SRAMe asymmetry in the
wordlength enables the reduction of active energy consiomper bit by allowing
a wide, 256 bit, and narrow, 32 bit, access. It is proven thatdingle wide access
consumes less energy than several consecutive narrowsasceshis prototype also
includes the means to monitor and regulate the secondawsgirsupply.

The access time of 2ns is attained in its nominal settingsasured in sectiod.3.3

In low matrix leakage settings the access time is increas2gbins with an extra leak-
age reduction of 33% compared to the nominal settings. Th&esycan be put in a
pure retention state by turning of periphery circuits, ttéduced the leakage power
consumption with 65% compared to the nominal case. Theeaptiwer consumption
results can also be found in taleb. For the narrow 32bit port the average active en-
ergy per access is 16pJ@bpJ/bit. For the wide 256bit port the average active energy
per access is 24pJ 6r09pJ/bit. The difference can be mainly found in the precharge
energy. These numbers confirm the possibility to save enemgine system level by
accessing the memory on the wide port when more than one @2bit of data is
needed.

This thesis presents a system and the necessary backgmarghte an SRAM where
leakage currents can be minimised while guaranteeing @é&tation. The presented
DPDSSRAM is also the first publishe@ge08 dual supply SRAM that incorporates
the measurement of the data retention parameter SNMh argktieration of the sec-
ondary sleep voltage on chip.
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Introduction

The evolution of the cell phone from a “simple” wireless peao a portable mul-
timedia station is a prime example of the paradigm shift irdera day electronics.
Applications evolve towards more mobility and more multadige This requires an in-
crease in power efficiency of the electronic systems astygitever is limited. Battery
life-time also has become one of the key sales arguments imtibile market. As such
the number of operations per watt must increase.

The key technology driver for this evolution has always bseealing, as it allowed
higher functionality and density at a lower production coMoore’s law Mo069
modelled this evolution as a doubling of processor perfarcearoughly every two
years. With the advent of deep deep submicron technologims, challenges have
appeared for the system designers. The scaling of the &e&ngth also increased
the importance of the leakage currents on the power budgetluéng this leakage
currents has become an important facet of system-on-ckigtleespecially for mobile
applications. Smaller feature lengths also mean fluctoatio processing have a larger
impact on the transistor performance. As such variabilag ktarted to play a more
important role in the design of digital circuits and systems

Modern day electronic systems are unthinkable without meroiocuits. In high end
single die processor systems already more than 50% of trerelieis used by memory
cache. This value is expected to still increase as markeindrapplications, such as
games and multimedia, are still growing in market penairati

A generic memory organisation is shown in figure The central data path interacts
with the level 1 data and instruction caches and the loophufft has to be noted
that these functions can be shared by the same physical mdiozk. These caches
are typical small memories with a storage of less than 256 &thdl a single cycle
access time. The level 2 and higher level caches only coraelay should the lower
level chaches not contain the necessary data for an opeiatihe data-path. These
memories are typically larger than the lower level cachasaso slower. The highest
level in the memory hierarchy are the storage memories.

The slow but non-volatile memories such as flash serve asalgieogram storage,
while the fast, but volatile memories such as DRAM or SRAMveeais work space
for the processors. While the density of DRAM is higher thaiS&AM, SRAM has

traditionally been the first line of memory in system. Thispart, thanks to a feasible
delay equal to the datapath and low power consumption ccedpar other memory

1



2 1.1 EMBEDDED SRAM AS BENCHMARK

Level 3 (+) > 4 . data storage Multi-cycle
MiBit
Level 2 0.5-2 2-3 cycles
MiBit data cache Y/
~
Level 1 6.4'.256 data cache Scratch pad
kiBit
Single > SRAM
Data path > cycle
Level 1 sﬁ?jss instruction cache| | Loopbuffer
/
Level 2 0.5-2 ; ; _
MiBit instruction cache 2-3 cycles
Level >4 .
evel3 (+) MiBit program storage Multi-cycle

Figure 1.1: Generic memory organisation

architectures for the required sizes. This thesis will ®am these level 1 SRAM
memories.

One of the first blocks to suffer from the ill effects of the teology scaling is the
SRAM. The high transistor count with a low activation factauses leakage current
to become dominant in the total power consumption of thekbldcs the area is also
kept as small as possible the variability effects also neshifiere first as device lengths
and width are kept near the minimal sizes. To reduce the ¢gakansumption of the
SRAM, the circuit designer can play on only a limited set ofgmaeters. The main
design parameters that can be used are: the supply voltagehbice of threshold
voltage and the sizing of the transistors.

As such SRAM has been chosen as the prime subject for thistHéss introduction
will start by illustrating the significance of SRAM for cunetechnology development.
This will be followed by a short section on the basic workimmpiples of SRAMs. The
key to reducing the leakage in SRAMs will be introduced intieecl.3. Sectionl.4
will then briefly illustrate the consequences of a reducggpbluvoltage on the data
retention capability of the cells. A chapter-by-chaptegmiew will be provided in the
following section and lastly the contributions of this warill be listed.

1.1 Embedded SRAM as benchmark

The main technology driver for embedded systems is profifgoably by having more
functionality for a lower production cost. One of the maimtidbutors to the produc-



tion cost is the chip area used by the system. Embedded SRégddyl accounts for
more than 50% of the chip area. According to the Internati®eahnology Roadmap
for SemiconductorslTRS) roadmap [TR] the amount of embedded SRAMSRAM)
in systems will continue to increase. To save area this meSRAM cells are kept as
small as possible by using minimum feature sizes.

As SRAM is embedded with the remainder of the system, itsyortidn must be com-
patible with standard CMOS processing. Combined with treglrfer the smallest area
feasible, SRAM has become the showcase for digital systéented technology de-
velopment. eSRAM systems however work within the premigékeanalog domain.
The communication on the long bitlines consists out of smalhg signals. This re-
sults in SRAM circuits to be among the first to suffer from theeg-deep submicron
effects, such as high subthreshold and gate leakage. Inioatitn with the high
transistor count and low activity of the transistors in tIBRAM matrix, this leads to
leakage power being a significant portion of the total povegrstimption.

In the quest for lower power circuits the previous discussialicates that not only the
active part of the power consumption has to be taken intowatdaut also the leakage
or static component. This thesis will focus on the reductibthe leakage currents in
the embedded SRAM.

1.2 Basic SRAM concepts
1.2.1 SRAM system overview

The functional description of an SRAM could be written as :irauit that can store
and return data in a place identified by an address code,dhdierandomly accessed.
To achieve this functional description an SRAM consistshoé¢ main parts. Firstly,
the cell matrix that stores the actual data in words of a dieee length. The cells
store the data based on a positive feedback loop of two engeriThis loop provides
the static retention of the data without the need to refrbgh data. These cells will
be accessed through the bitlines to the sense-amplifieessdiise-amplifiers form the
second part. They are used to translate the low swing sigjealsrated on the bitlines
by the cells to full level digital signals. The third main paonsists of the decoders
to decode the address into a physical position in the celtixaadf course additional
peripheral circuits are needed, such as the timing and aosgction, the precharge
and write system.

The timing of the activation of all subcomponents in an SRAMiitical. It plays a
large part in the functionality, delays and power-consuombf the SRAM. A wordline
that is turned on too soon will cause a wrong address to bessedelf it is turned on
with an excessive margin, it will be detrimental to the detdythe whole SRAM.
The timing of the sense-amplifier activation, in particuligrcrucial. An activation
that comes to soon, can cause the sense-amplifiers to gerefalse output. The
cells need a sufficient amount of time to develop a voltagemifce on the bitlines
high enough to compensate for the mismatch in the input stbiiee sense-amplifiers.
An activation that comes too late, will cost in power constioipand delay. The
difference on the bitlines will at that point be larger thaeded to generate a correct
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Figure 1.2: high level overview of the parts making up an SRAM

readout and require extra charge to be dumped into the dittirbe recharged to the
correct precharge voltage.

1.2.2 The traditional 6T-cell

The core matrix cell traditionally consists of the six tretar circuit also shown in
figure 1.3 The back to back connected inverters formed by the trasidf 1, , and
M2, ,, form the core storage loop. The passtransistors, alsoreeféo as access tran-
sistors, M 3, connect the inverter to the bitlines. An access operatiarsists of
enabling the passtransistors by bringing the wordline (VdLa tigh level. For a read
operation the cell will now discharge one side of the bitlpaér to create the needed
differential voltage. For a write operation the bitlinesliviie brought to the correct
levels before enabling the passtransistors, for the irawit cell that implies one of the
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bitlines is full discharged while the complementary bitliis kept or left high.

BL vdd BLN

WL WL

Vss

Figure 1.3: Schematic of the traditional 6T SRAM cell

As the cell is connected to the bitlines for the read and wojteration through the
same transistors, the risk of provoking a destructive reast® In this scenario the
inner nodes are disturbed beyond the write threshold. Taodsan unwanted write
during a read operation the pull-down transistor in the omikt be strong enough to
keep the low node of the cell well below the write trip poinidgoreferably even below
the V of the pull-down NMQOS, with the bitline at the precharge agk. The voltage
generated on the internal low node is determined by the ouragio of the pull-down
transistor versus the passtransistor. TH@L ratio of the pull-down transistor to the
passtransistor is referred to as the cell ra@R) and can be written as equatidnl
[Rab03

CR — Tpull-down _ (W/L)pull-down (1'1)
T'pass (W/ L)pass

To be able to write the cell, the passtransistors must be tabfrill down the high
internal node under the cell write trip point. The successspeed of execution of this
operation are determined by the current ratio of the passistor versus the PMOS
pull-up transistor. The ratio of the pull-up transistor be tpasstransistor is referred to
as the pull-up ratio®R) and can be written as equatitr?. [Rab03

Topulkup  (W/L)puilu
PR =P — puup 1.2
T'pass (W/ L)pass ( )
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For this thesis the traditional 6 T-cell will serve as basisthe derivation of the method-
ologies, more specifically the four transistor that constithe cross-couple inverters
for the data storage. The formulas derived in this thesisheilspecific for this situ-
ation, but could be derived for any similar architecturengsihe methodologies pre-
sented in this thesis.

1.3 Leakage current reduction

As power consumption has become a key specification in thelenajpplication mar-
ket, not only active power has become the focus of researdth. 38aling, the leakage
currents gained in importance to the level where the ITRR] predicts it to be the
main contributor to the total power consumption of a systéhis evolution is even
more noticeable in SRAMs. The large fraction of transistuos active in the matrix
tilts the power balance further towards leakage curremtssisting of subthreshold and
gate leakage.

As will be shown in chapter 2 the supply voltage plays a ciucike in both the gate
and subthreshold leakage. In combination with the retardapabilities of the SRAM
cell even at a lower supply voltage, this creates a way ofiiveeto reduce the leak-
age currents. By lowering the supply on non-accessed eefide ensuring the data
remains intact, the leakage components can be reducedicaguly. By keeping the
accessed parts of the memory system on the nominal supphgdam operation cycle,
the delay impact can be mitigated. This technique has letttetdevelopment of dual
supply SRAMs and will be further discussed in sectih

1.4 Guaranteeing data retention

While lowering the supply voltage on the SRAM cell during thenraccessed time,
lowers the leakage currents, it also lowers the retentigralogity of the cells. To
guarantee the data integrity sufficient precautions nedxt ttaken. With the increase
in variability in the state-of-the-art technologies, thasot trivial.

Traditionally worst case design methodologies would belusensure the data reten-
tion under worst case conditions. For the majority of dieséwer this would create
an unnecessary overhead in power as the voltage margins wakdd be higher than
necessary to be able to deal with not just the intra-die tiarig, but also environmental
changes and process corners.

The first step in reducing this power overhead due to margins)d be to calibrate on

a die-to-die basis. With the help of the build in self t&3t3T) a minimum sleep voltage

can be obtained during test time. While this approach allodis-#o-die compensation
of process corners, it requires costly test time. Moreoties inethodology can not
efficiently compensate for time dependent variations sgchottage and temperature
variations or ageing effects.

On die feedback systems can compensate for both die-tcadegions and time depen-
dent variations. Also here care must be taken to ensure thsumnement and feedback



system mimic the actual SRAM cells as close as possible toniga power consum-

ing margins. The best results will be attained by the morsy@tem that suffers from

and reacts identically to the variations in process, va@tadgmperature and time de-
pendent changes. This thesis proposes such a monitor siaed on using multiple

monitor cells in parallel. The background information vii# provided and the concept
will be proven in a commercial 90nm technology.

Such a monitor would be impossible without a measure for #ta tetention capability
of the cells. The noise margins introduced by Seevi88€8T and Wann Wan0§ for
read stability will be discussed and evaluated as will te&tensions to measures for
retention.

The tablel.1 gives a summary overview of the most important state-ofatiedual
supply SRAMs that have been published in open literaturea Atmbers in the table
are the claims made in the concerned papers. In case thespaperted leakage reduc-
tion under the form of leakage power, the numbers have beeraated to only show
the current reduction. This is done as the papers frolWahg Wan073, Y. Wang
[Wan0g, Kim [KimO06] nor Saliba Bal0g include a means to reduce the sleep supply
voltage on chip. The system presented in Wiip4], does include a programmable
clamping diode, but no mention is made of the decision aligori The system pre-
sented in this work will deal with all these aspects. It hade¢onoted that the 50%
leakage current reduction reported for this work in theaablversus an extrapolated
current at the nominal supply of 1V to accord with the reshefpapers. The maximum
sleep supply in the actual system is limited to 600mV.

This work achieves one of the highest supply voltage redostwith a factor of 5.
This reduction is only possible with a reliable data ret@mtiue to the implementation
of the SNMh monitor circuits. The finest granularity usedn @so be found in this
work. This limits the power and delay overhead for accesbepWan07a Wan0§ it

is not even clear whether the access can occur in a single.cybk resulting leakage
reduction can look pale in comparison with the reported nemslin the other works.
However, the technology influence can not be discarded. isbamce, inINii04] the
leakage currents are dominated by the gate-leakage. Thetiea of this gate-leakage
current is the main contributor to the reduction reported.tis work [Gee08§, the
gate-leakage current is less than 1% of the total leakagerduiThis is not uncommon
for a low Vr process. The sensitivity of the subthreshold leakage tsvire supply
voltage is also less than for the gate-leakage. The metbgiéal used and presented
in this work are compatible with other technologies. Thesthudologies are such in
nature they would outperform the other published result8enduaranteeing reliable
data retention in the same technology.

1.5 Chapter-by-chapter overview

This thesis will consist of 3 main parts, which are reflectethie chapter structure.

Chapter 2 will give an overview of the leakage currents amlticéion techniques used
in SRAMs. The power consumption in SRAM suffers most fromldgeakage currents,
due the large number of transistors in the matrix. This veidld to the concept of dual
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parameter Nii Saliba | Kim J. Wang | Y. Wang ;[/C(I)Srk

[Niio4] | [Sal0g | [Kim06] | [Wan07& | [Wan0§ [GeeO0s
size 256kiBit| 16kiBit | 128kiBit| 128kiBit | 1MiBit 64kiBit
nominal 12V |1V 1.8V | 05V 1.2V 1V
supply

0.07v

sleep supply| 0.6V 0.3V 0.9v best 0.5V 0.2v

’ ' ’ 0.15Vv ) )

typ
leakage o
current 88% | 86% | 94.206 | S30DESU gh00 | 500
. 50% typ
reduction
delay 2.8ns 3ns 1.02ns | N/A 0.9ns 2.5ns
I‘;"yerhead det g 9% 2% N/A N/A 25%
overhead acy N/A “high” | N/A N/A <1%
tive power
Z‘r’;head 13.2% | 35% | 6% 0.6% N/A 12.5%
. . 128kiBit
granularity | block row matrix | N/A block word
150nm 65nm 90nm

technology | 90nm FDSOI 180nm | 90nm ULP Hp
data —in-) WOt | canary | NIA SNMh
tegrity case

Table 1.1: Overview of the dual supply SRAMs published in dipen lit-
erature. N/A notations mean the data was not available fl@ptblished
material.

supply SRAMs where leakage power saving are made throughsthef a secondary
lower supply in the matrix. The non-active part of the SRAMtrixawill be kept on
this lower secondary supply while the active part will bedtioning on the nominal

supply.

Chapter 3 deals with the consequences of lowering the swaftisige on the matrix.
Lower supply voltages mean lower noise-margins. To qugiitié retention capability
of the SRAM core cells, the concept of Static Noise Marginermtbld @\Mh) will
be introduced. A short discussion on possible alternafiwethe bit integrity measure
will also be discussed. Using this measure theoreticaltisnis will be presented to
guarantee the data retention of the SRAMs. This leads todheapt of measuring the
actual average die SNMh on a die-to-die basis with the deeelanonitor cells and
algorithm. From this discussion it will be shown that actsgply control in SRAMs



can achieve the greatest savings in leakage power withopajdising the retention
capability.

Chapter 4 will detail the prototype that was designed anddated in a commercial
90nm technology. This prototype is a dual port dual supplYABR The two ports
have different widths to allow power savings on the systemelle For this special
architecture a new cell was developed. The cell works siegtied and consists of 10
transistors. Due to the read-buffer and the separationeoféhd and write access, the
core transistors of the cell could be designed to reducddtgacurrents and spread
on SNMh. The latter also allows to reduce the margins needdzkttaken on the
secondary supply voltage to compensate for intra-die bditta The measurement
results of the fabricated chip will be discussed.

Chapter 5 will give the general conclusions of this thesis smme reflection on future
work.

1.6 Contributions of this work

This thesis contributes in three main domains to achievalésired results presented
in the previous sections.

To minimise the leakage currents in the matrix of an SRAM, @a&d, lower, supply
is introduced for the non-accessed parts of the matrix. Ehisiplemented with the
finest granularity feasible: a single word. This granulahias the benefit of minimising
wake-up delays while keeping the maximum possible amoucelts in a drowsy state.
To achieve this the last stage of the decoder was distriiatethe matrix to control the
supply switches and wordline activation. This combinespdiicity of control, limited
area overhead and maximal reductions. The research waisipedbin Gee03.

A further contribution in this thesis is the development atedign of a monitor and
regulation circuit to guarantee the data retention. Lomgethe supply voltage on the
drowsy cells not only reduces the leakage currents, it adslnces the retention ca-
pability of the cells. Traditionally, the increase of intend intra die variations in
recent technologies would require margins on the drowsylyumoltage to be taken
to compensate for the reduction in retention capabilityeSéhmargins in turn would
deteriorate the possible leakage current savings. As sushmportant to be able to
guarantee the retention of the data without sacrificing #reekit of leakage reduction.
By measuring the actual retention capability of the cellshie live and operational
environment, a regulation circuit can be designed to measenheakage reduction on
a die-to-die basis while guaranteeing the data retentiohe Jolution published in
[GeeOT fulfils this requirement.

The final contribution of this thesis is in the domain of mydtrt memories. The
prototype, which is the focus of the research @ep08, combines the leakage re-
duction techniques with an asymmetric width dual port SRAMe asymmetry in the
wordlength enables the reduction of active energy consiamger bit by allowing
a wide, 256 bit, and narrow, 32 bit, access. It is proven thatsingle wide access
consumes less energy than several consecutive narrowsascebhis prototype also
includes the means to monitor and regulate the secondansgirsupply.
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SRAM Leakage Reduction

2.1 Introduction

The rise of mobile applications, in which battery life hact@e a major sales argu-
ment, combined with an increasing demand in more performarreated a paradigm
shift in mainstream electronics from high speed to low podesign. Low power de-

sign has become the main challenge for many electronicsiears.

For a long time power reduction in digital CMOS circuits cadmvn to reducing the
dynamic power. Power was dominated by the gate capacitaadémg another incen-
tive to scaling. However, with the advent of CMOS technodsgivith transistor gate
lengths undef.18um, leakage currents no longer are negligible. Without irgetion
leakage power would be the dominant power consumption ibordr. [Kim03]

The core of most, if not all, digital systems consists of acpgsor and memories.
Where the power consumption of processors consists mairdyredmic power, mem-
ories have a large leakage power component. This is due tmémeories consisting
out of an array of cells from which only a very small amount aceessed at any one
time. The other cells just need to retain the stored datavélatile, but fast, memories
as SRAMs this means there are easily a thousand times mdseidéd” than active.
All of those idle cells generate leakage power consumpfReducing this component
has become of the utmost importance to reduce the totalmsystever consumption.

This chapter will first focus on the effects that influencekbage current and the mod-
elling of the currents. In the next sections general teamsgto reduce the leakage
currents will be discussed and their application within S/R3 This will lead to the
discussion of dual supply memories, where the leakage rmsrigill be reduced by
introducing a lower secondary supply voltage.

2.2 Leakage current contributors
2.2.1 Subthreshold leakage

The subthreshold or weak inversion current is the curremiifig between source and
drain when the gate-source voltaggd) is below the threshold voltagé’f). Accord-
ing to [Roy03 weak inversion currents are dominating off-state sulsthodd leakage
due to the low threshold voltages used. From the semi-lots ibthe transistor cur-
rent as function ol/gs the exponential dependence of the current/gqis clear in the

11
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subthreshold region. This can be modelled by the forr@ulaSeveral deep submicron
effects influence the subthreshold current and will be dised in the next sections.

w Vys — Vi
Tsup= Io— £ __— 2.1
sub 0 I exp nkT/q (2.1)
where
Iy :technology dependent constant
W : width of the transistor
L :lenght of the transistor
Vys : gate-source voltage
Vr : threshold voltage
n . subthreshold slope
k : Bolzmann constant
T :temperature in K
q : unity electron charge
10° :
pmos
‘‘‘‘‘ nmos
<
3

Il Il Il Il
0 0.025 0.05 0.075 0.1 0.125 0.15
Vgs (V)

Figure 2.1: Subthreshold current as function of the gateesovoltage ()

2.2.1.1 Drain Induced Barrier lowering

DIBL occurs when depletion regions of the source and draigract near the channel
surface. Effectively reducing the source potential baraed as such reducing the
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Figure 2.2: Current curves with DIBLoy03

threshold voltage. This process is bound to happen in sthamnel devices, where the
source-drain voltage has a strong influence on the bandbgoser the deviceioy03

As shown in figure2.2 DIBL ideally has no influence on the subthreshold slope, but
does reduce the effective threshold voltage. Accordinglay9g and [Der74, the
DIBL effect can be reduced by higher surface and channehdppir by shallow junc-
tion depths.

The influence of DIBL on the subthreshold current is illuschin figure2.3. The
effect is exponential in nature and will be modelled in therent equatior?.2through
the coefficient,.

w Vs — V1 Vis
Isyp= Ip— exp ¥ T+ nba

L nkT/q (2:2)

where
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: technology dependent constant
: width of the transistor
: lenght of the transistor
. gate-source voltage

: drain-source voltage

: threshold voltage

. subthreshold slope

: Bolzmann constant

: temperature in K

. unity electron charge

: DIBL coefficient
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Figure 2.3: Influence of DIBL throughjys on the subthreshold current of a
90nm minimal NMOS

The importance of DIBL increase with smaller technologist only does the smaller

feature length bring the drain and source closer togetlieglbo the scaling of voltages
is stagnating. Both these effects increase the electriddl ifi between the source and
drain terminals of a transistoRpy03 Man03
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2.2.1.2 Short and Narrow Channel Effects

A mechanism similar to DIBL is caused by the geometry of sboriarrow channels.

When the depletion regions at the source and drain junctienslase enough together
they will start to interact with the channel. Thus causingaiready partly depleted

region in the channel, effectively reducing the potentiaéded to turn on the device.
In other words the short channel effects lower the effectiye This phenomena is

commonly know a3/ roll-off.] Roy03

A narrow width of the transistor also influences the effexiiy- of the device. Fringe
effects of the electrical field cause the gate-induced diepleegion to spread outside
the defined channel width and under the isolation implant&i#tonally higher doping
concentrations along the width dimension encroach undectiannel stop implants,
reducing the effectiveness. Hence a higher voltage is mktedirn the transistors on.
In devices using trench isolation, extra depletion regemesformed under the influence
of 2-D electrical fringing field. This lowers the effectivé- of the device. Roy03

2.2.1.3 Body Effect

10"

107

los @

10°

107

10° R R R R R R R R R

Figure 2.4: NMOS drain-source current curves under difiefmilk-source
bias voltages
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Biasing the well-to-source junction modulates the deptetayer width of the transis-
tor and as such influences the effective threshold voltagdlowing the analysis in
[Roy03 the sensitivity of the threshold voltage to the biasing@&ases with increasing
bulk doping concentration, but decreases with applied bias

%107 NMOS backgate bias leak influence
2.6 ‘ ‘

2.4

2.2

2

18

1.6

Leak current (A)

1.4

1.2

1

08 1 1 1 1 1
-09 -08 -07 -06 -05 -04 -03 -02 -01 0
backgate bias (V)

Figure 2.5: Leakage currenity, = 0) values as function of applied backgate
bias

As shown in the figure®.4and2.5the biasing has nearly no effect on the subthreshold
slope, but has an exponential influence on the subthreshalert. The influence will
be modelled by the body effect parameten the subthreshold current formua3

Vgs - VT - ’V‘/E)s

HT/e (2.3)

W
Isyp= IOf exp

where
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: technology dependent constant
: width of the transistor
: lenght of the transistor

s . gate-source voltage

s - bulk-source voltage

: threshold voltage

. subthreshold slope

: Bolzmann constant

: temperature in K

. unity electron charge

S
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2.2.1.4 Temperature

Any circuit will consume power and as such create an amouheat. This heat will
increase the temperature on die and influence the thresluitidiges of the transis-
tors through the thermal voltagé®’/q). The subthreshold current will increase with
increasing temperature, creating a positive feedback |dojs effect is know as ther-
mal runaway. By means of various cooling techniques it meskdpt under control
[Vas04.

-7

35

= N
5 [N 5

[

subthreshold leakage current [A]

0.5

0 20 40 60 80 100 120 140 160 180
degrees [°C]

Figure 2.6: Temperature sensitivity of the subthresholderu
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2.2.1.5 Full model

To reflect these influences on the subthreshold current wilr@agate-source bias the
following formula has been derive@®py03 :

—Vro —v-VBs +1n-Vps
n-Vin

) (1—exp(—22))  (2.4)

Ileak :IO 'e'rp( Vh
t

W,
Iy = Mocoxreﬁ(vth)%l's (2.5)

eff

where

Ko mobility

C,,  gate oxide capacitance
Wes : effective width

Leg : effective length

Icqr - total subthreshold leakage
Vo : transistor threshold voltage
~  :linearised body coefficient
Vgs : Bulk-source voltage

n  : DIBL coefficient

Vps : drain source voltage

Vin, : thermal voltage

From formula @.4) the dependency of the subthreshold current on bulk biasleaid
induced barrier lowering (DIBL) is clearly shown. The otledfects can be taken into
account by the effective widthi{e) and length Leg) of the device. This formula
also shows which degrees of freedom a designer has andelkpiative impact on the
current. From a circuit design perspective, the width andtle of the device are deter-
mined by the operational constraints of the circuit. Théntedogical parameters are
considered to be fixed, although channel engineering toceetkakage in transistors
is a viable optionMan03. It is clear that temperature plays an important role on the
subthreshold current. As such it can be used on a systemtlevetuce the overall
subthreshold leakage of the system by avoiding hotspotseadtbcating resources.
As this can only be accomplished on the operating systenh ééan application, this
is can be done complimentary to the techniques and methgiéslipresented in this
work. A thorough discussion on this subject falls outsideghope of this work.

If the circuit is not fixed, a circuit designer has two degreéfreedom left to reduce

the subthreshold leakage current. The first one is a ciraaptation to reduce the
leakage of the circuit by introducing stacked transistdf¢hile this can accomplish

order of magnitude reductions in the leakage current dubémegative gate-source
voltage, it comes with a penalty in area or delay. The secegdes of freedom is the
choice of threshold voltages. This can be accomplished img whfferently processed

transistors, by modulating it by varying bulk bias or theidfsource voltage. Given the
importance of area in SRAM cell design, this thesis focusethe threshold voltage

modulation.
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2.2.2 Gate Leakage

With the development of smaller feature lengths for deviaise came the reduction
of the gate-oxide thickness from 100nm down to 1.2nm . Thitagel across the oxide
did not scale with the same factor. This leads to a highetrddeld across the oxide.

As a result the tunnelling of electrons through the gate @xidio the channel and from
the channel to the gate becomes possible. This tunnellimgraus referred to as gate
leakage Roy03.

Two different modes in gate tunnelling leakage can be disished, accumulation

and inversion. This is illustrated in figu&7 for a PMOS and NMOS transistor. The
accumulation currents flow when a transistor is turned b#,itiversion currents when
the transistor is on. The accumulation currents only makengtenth or less of the
total gate leakage currerilfi04], and as such can be neglected.

NMOS PMOS
Vgs -Vgs
ov / ov ov ov
ON ON

INVERSION MODE

-Vgs Vgs
|
/#\ /Q\
oV oV oV oV
OFF OFF

ACCUMULATION MODE

Figure 2.7: lllustration of the gate leakage current in nsi@n and accumu-
lation of an NMOS and PMOS transistor

Being quantum-mechanical in nature the gate leakage dusreirtually temperature-
independent. For a given voltage the current can be emipjricemulated as Man03

Igate(tox) :AO . el’p(_BO . tox) (2.6)
where
Tgate : total gate oxide leakage
tox : oxide thickness

Ay and By : fit parameters
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To include the effect of the gate-bulk voltage however, folar{2.6) has to be extended.
Simplified equations fromQha0] yield the formula2.7. Figure2.9 plots the gate
leakage current as a function of the gate voltage from theilsition setup shown in
figure2.8. The currentA is measured as function of the gate-source voltdgen a
transistor under nominal supply conditions, e.g. Vdd 1V ®isd as ground node.

Vdd

v

Figure 2.8: Simulation setup to measure gate leakage durren

Vss

|4
Igae=K - W - (t—)2 cexp(—atox/V) (2.7)
(0):¢
where

Tgate : total gate oxide leakage

tox . oxide thickness

a and K :fit parameters

W . gate width

V : gate-bulk voltage

The ITRS |TR] does not consider this leakage component to be of any grgadri
tance in future technologies, see also fi@ui€® The development of gate insulator ma-
terials with a higher relative dielectric constantknow as highx materials, promises

a gate leakage reduction. According to the roadmap the olerednt of highx mate-
rials will allow to compensate for the reduced gate-oxidekhess. The results pub-
lished in Mis07] seem to confirm this vision as the highmaterials used reduce the
gate-leakage thousandfold. Highmaterials are expected to become available in the
sub-65nm mainstream technologies.

2.2.3 Gate Induced Drain Leakage ( GIDL)

Gate induced drain leakage is a leakage mechanism due teleigtical field effects in
the drain junction of a MOS transistor. When the gate is bigséarm an accumulation
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Figure 2.9: Gate leakage ofl20nm/80nm 90nm transistor as function of
the gate voltage

layer at the silicon surface, the silicon surface under the dias almost the same
potential as the p-type substrate. Due to the presence ofradated holes at the
surface, the surface behaves like a p region more heavilgditipan the substrate.
This causes the depletion layer at the surface to be much maorew than elsewhere.
This depletion layer reduction results in a higher eleetrield near that region, giving
rise to effects like avalanche multiplication and bandsémd tunnelling. At low drain
doping the field is not big enough to allow tunnelling. At verigh drain doping
levels the depletion width, equivalent to the tunnellingwoe, is very narrow, resulting
in a limited tunnelling currentRoy03. This last statement is partly contradicted by
[Man03 where GIDL was still found to be high despite having highlyped drains.
In [Man03 several experiments were set up to study the influence @rakkinds of
doping on GIDL. The results show that great care must be takehoosing implant
materials and doping levels. GIDL is also influenced by gediele thickness, gate bias,
degree of abruptness of the doping and the device wi#nP3.

The influence of GIDL on the total leakage current of the tistos is however mini-
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mal [Man03. For technologies with a power supply voltage lower thanGNDL is
even further reduced as supply voltage comes near the bpnaiage of silicium,
effectively hampering the GIDL mechanismNdr0g As such it will be considered

negligible in this thesis.

2.2.4 Leakage currents in a SRAM cell

the most prominent source of leakage power is the cell matrixany event only a
small fraction of the cells will be accessed by the systene rEst of matrix just needs
to retain its stored data. FiguB12show the major leakage paths in a traditional 6T
SRAM cell, where the access transistors are considered adf be
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Figure 2.12: Leakage currents in a traditional 6T SRAM cell

In an SRAM cell there will always be an NMOS and a PMOS in thestdite. These
transistors will draw a subthreshold leakage current fromgupply. The transistors
in saturation have another leakage mechanism at work, gatage, as they have a
voltage difference between gate and drain. One of the passistors will also have
a large drain-source voltage acrros it, causing a leakagerufrom the bitline to
the grounded node. All these currents have one common dgffagtor: the supply
voltage. To be able to reduce the leakage of the SRAM matisxdapendency will
become crucial.
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2.3 Circuit level cell leakage reduction techniques
2.3.1 Underlying Principles

To reduce the leakage currents, formulagl and @.7) provide the usable parameters.
For the subthreshold current it comes down to increasingeffestive V. This can
be achieved by using high&t- transistors, or by influencing thiér through the bulk
and DIBL coefficient. As these coefficients are only techggldependent this leaves
the back-gate bias and the voltage across the drain-solitbe transistors as degrees
of freedom. For the gate leakage only the voltages acrosgateeoxide can be used,
besides technological measures on the gate dielectric.

2.3.2 Back-gate Biasing

The body effect in CMOS transistors can be used to chang&ithalue. By biasing
the well-source junction the width of the depletion layen @& modulated. A smaller
width will lead to a lowerVy. Biasing can be done in two different ways. Firstly,
by reverse biasing the transistor so its effectie increases. Secondly, by forward
biasing the transistor, the effectiVg- value will be decreased.

The effect of body bias is reflected in formua4 by the parametet,. According to
[Roy03, the sensitivity of the threshold voltage increases wittréased doping of the
channel but decreases with applied bias.

Reverse biasing is a familiar concept in electronics desiynnegatively biasing the

source-bulk voltage the electric field in the channel getsgled so that the threshold
voltage increases. As such the current in the subthreskegidm can be dynamically

reduced.

Figure 2.13 shows the relative influence of reverse body biasing on ttthsesh-
old current of a minimal NMOS transistor in several commarééchnologies and a
65nm experimental technology. The reduced influence of #ubiasing technique
is clearly illustrated across the technology evolution. Veéhtae leakage current in a
.18um could be reduced by more than a factor 10 with half the supplipage as back
bias, for 65nm only 40% is expected.

Where reverse biasing is used to increase the thresholdyeotiba transistor, forward
biasing has the opposite goal. Forward biasing the bulk fraststor will lower itsV
and is normally used on transistors with a highin an unbiased state. This technique
can be used to reduce th& on the critical path, allowing th&7- to return to a high
value when the transistor is not active. While the body ef§¢itithas influence on the
threshold voltage in current mainstream technologiesnitsence is diminishing with
every new CMOS technology generatio\D4].

Formula2.8quantifies the backgate bias parameter as function of tlie@épacitance
and substrate doping levelgk94].

_ lox v2Nsupqesi
= tox V2IVSUBACSi 2.8)

€ox
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-1 is the full supply voltage as reverse bias

where

tox

: gate oxide thickness

Nsug : substrate doping level

q

€ox
€Si

. unity electron charge
: gate oxide permittivity
: Silicium permittivity

Lowering the oxide thickness as is customary with lowerdeatenghts will decrease
the backgate bias influence. Reverse biasing will incrdasedltage across the bulk-
drain and source bulk diode. Forward biasing will incredmedurrents flowing through
the source-bulk and bulk-drain diode. This will further iirthe effectiveness of body
biasing because of diode breakdown. Increasing the bukxgdtage will also increase
the gate leakage component.

To be able to implement body bias selectively triple well bhase feasible in the
technology as the NMOS bulk contact needs to be separatedtire wafer p-doped
substrate. This will increase the area a design will occupy.

Applying body bias requires no static currents, and as sliolvapower efficient DC-
DC conversion.

In summary,

body bias still has an influence on leakage ctareHowever, the in-

fluence is diminishing with further CMOS scaling404]. To further reduce leakage
currents complimentary techniques have to be used.
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2.3.3 Multi-threshold

The easiest method of reducing static power components isitroduction of transis-
tors with differentlV; values within the same circuit.

Firstintroduced for digital circuits inNlut95], higherV transistors are used outside of
the critical path to reduce static power consumption withiofluencing performance
or more specifically operational speed. This technique déoetbwith cutting the sup-
ply to circuits is know as Multi-Threshold CMOSATCMOS). Since then numerous
variations on this method have been published such as SupesflOCCMOS (SCC-
MOS) [Kaw0(d. In SCCMOS also the power to the circuit is cut by using a lgw
transistor, which is biased outside the range of the supplage to further reduce the
leakage when turned off.

In SRAMSs, this technique is harder to apply as all transsstmelong to the critical
path at some point in time. The delays incurred by the despdeltls, precharge and
write circuits or sense-amplifiers, all contribute to theatalelay the SRAM needs to
finish its single cycle clock operation. Despite this mthtieshold techniques have
been applied in the matrix, more specifically in the SRAM<ell

Solutions where high/ and lowd/r type transistors are used in the same cell have
been publisheddme08 Ye03. These solutions try to reduced the leakage in the matrix
without compromising on the access delay. To reduce thmbittakage when Low-
Vr passtransistors are used other special techniques, tkeirg the WL voltage, are
required [ye03.

2.3.4 Multi-supply

Another way of reducing the leakage currents is through phieation of different
supply voltages. In digital systems the drain-source galt@cross a transistor is closely
linked to the supply voltage. For the simplest case, namelyeertor, they are even
identical. In equatior2.4its influence is clearly shown. The second exponential facto
in this equation is actually negligible when thgs stays higher than a few times the
thermal voltage (25mV@300K). Due to the Drain Induced Rairtiowering effect
(DIBL), the effectivel/r of a transistor is influenced by the drain-source voltagesr
the transistor, as discussed in sectiop

The most extreme version of this technique is also the aladeshely power gating.

In this method the supply to a non-active part of the circsiisimply cut, effectively

reducing the subthreshold leakage current to near nil. Aamgpte of such a technique
is SCCMOS as mentioned in the previous section.

Both MTCMOS and SCCMOS suffer from long wake up delays andecuirspikes on
activation. Zigzag Super Cut-off CMOZHCCMOS), proposed inDra04, remedies
by eliminating the series connection between the powerckeg. This is accomplished
by structuring the circuit in such a way that the logic gatesadternately switched off
by an NMOS or PMOS. Further methodologies have been dewlapécorporate
reduction techniques for gate leakage currents, like Gatkage Suppression CMOS
(GCMOS) [Dra04. In GSCMOS a third virtual supply rail is introduced with eps
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arate power switch. By connecting all gates on the virtualigd rail with a power-
switch on the PMOS side to this third virtual rail, all leakagaths can be eliminated.
However, this reintroduces the problem of series connestin the power rails that
leads to a larger wake up delay than ZSCCMOS.

While pure combinatorial circuits suffer nothing but a wake delay from cutting
power, state based systems or data storing systems willthege state. Preventive
action can be undertaken to avoid this. Registers can beiged!|from the power
switching for instance. For the matrix of an SRAM it is clehistoffers no solution.
For memories where the main goal is to maintain the storeal ela&tn under “turned-
off” conditions, simply cutting the supply to memory celtsunworkable. This has
given rise to the development of drowsy or sleepy memof&)J. Here a secondary
reduced voltage across the cells is introduced into theixn@tiprofit from the expo-
nential decrease of the leakage components with lowergaysupltage, while keeping
this supply high enough to maintain the stored data. Thelgupp of the cells will
be switched between a sleep voltage and an active voltage¢heAsell supply rail is
not considered to be a real supply ralil, it is referred to asrmal supply rail. The
reduction of the leakage currents can be achieved by logéhia voltage on a virtual
supply rail Nii04, Kua0g, by increasing the voltage on a virtual ground rahp0§
or by a combination of both.

Increasing the voltage on the virtual ground rail has thesddaenefit of back-biasing
the pulldown NMOS transistors to further reduce the leakageent. However, it also
introduces an extra NMOS transistor in the pulldown pathictvltan reduce the read
current of the cells if special care is not taken. To avoid thfluence extra scaling for
this NMOS power switch will have be taken into account, imsiag the area penalty.
The use of PMOS power switches on the virtual supply rail da#snfluence the read
current once the virtual supply is at nominal level.

The granularity of these drowsy sections goes from entirkbd-la0d to separate
words we introduced inGee0% and various grades in between.

Multi-supply techniques require DC-DC conversion to beilatéde. With the goal of
reducing power consumption as much as possible, this csioveshould be as efficient
as possible to benefit from both the current and supply réatucHigh efficiency DC-
DC converters integrated with SRAMs and micro-processue liieen reported in open
literature Kwo08]. These implementations however come at a high cost in caxitpl
and area and as such are unsuitable to be used solely for tieeagien of a second
supply in an SRAM.

2.4 Dual Supply SRAMs
2.4.1 Introduction

In SRAMSs two functional features are important, a low acdasge and retention of
the stored data. To this end using two supplies is optimalltevahe SRAM to run
in different modes while satisfying these requirements. ofninal supply voltage is
used to power the peripheral circuits such as decodersesanplifiers and control
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circuitry. These circuits can be powergated with techngguem the previous section
2.3 A secondary lowered supply is introduced into the matrixatwer the leakage
currents in non-activated cells.

2.4.2 Granularity of control

The basic idea can be implemented in several ways-IB0p whole banks are put in
a drowsy mode and require one or more clock cycles to be aesgefesulting power
saving are predicted in the order of 50% to 75% , although harmmation is given
concerning the reliable retention of the data.

The granularity of the drowsy section was further refinedsihg049 to the level of rows

in the SRAM matrix. Instead of lowering the supply voltagevewer the virtual ground
level was raised with similar effect. This gives the addeddfi¢ of further reducing the
leakage through the NMOS transistors in the cells throughbiidy effect. No wake-
up delays or wake-up power numbers were mentioned in thelartLeakage power
savings were claimed to be near 90%.

The finest granularity of control was first introduced in tlwicse of our research for
this thesis and subsequently published@eg0%. Here only a single word is switched
between the drowsy and active supply. This has the benefieafing the lowest wake
up delay combined with the highest power savings. This istdube small parasitic
capacitance of the virtual supply rail that has to be reatéitg the nominal level as
only the smallest needed section of the matrix is woken umtier benefit of this fine
granularity is the limited current peak it creates on thebglessupply when switching
to the nominal level. The schematic used is shown in fi@uid.

Vact

Vsleep

-

Veell

Celll Cell2 Cell...

o >0

Figure 2.14: Word level schematic of the finest granularesystee0%

To accomplish the fine granularity of control, the decodgnals from the X and Y
direction have to be recombined at word level. By distribgtihe final section of the
decoder into the matrix and recombining right in front of dedls forming the word,
the control structure for the fine granularity does not regjaihuge area overhead. The
area overhead estimated for the solution presented in figuris 16% for a 16bit
wide word.
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The resulting subdivided wordline not only reduces the glgtower consumption
needed to drive the global wordline or the number of actidiilines Hir90]. The
last driver for the local wordline is connected to the sanmerai supply rail as the cells.
This guarantees that the access transistor will not be dverdand jeopardise the in-
tegrity of the stored data. It solves the timing problemshaf previously published
work elegantly.

2.4.3 Power Savings

Figure2.15shows the power saving possible in the matrix with the priesksystems
including the dynamic power overhead for the 65nm IMEC textbgy in function
of the matrix size. A higher number of cells reduces the dyiogmower influence
relatively as more cells will be kept in a sleepy state. The-oontinuous behaviour of
the curve is due to limitations in feasible aspect ratiogtiermatrix.
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Figure 2.15: Relative modelled gain in power reduction mitiatrix as func-
tion of the matrix size. Taking into account a 100MHz access and a sleep
voltage of 400mV in IMEC 65nm technologyGee0%

The leakage power of an SRAM matrix can be easily modelledanifla2.9. The
leakage power is linearly depended on the number of cellsémiatrix. The currents
in the formula are modelled as described in secldh
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Pleak :Vsleep' (Inoff + Ipoff) : (N - W) + Vprech' (QIpasgﬁ) : (N — W)
+ Vact- (Inoff + Ipoff) W (2.9)

where

Vact : the active supply voltage

Vsleep © the sleep voltage of the cells

Ineg @ Cut-off current of the SRAM cell pulldown NMOS
Iperr : Cut-off current of the SRAM cell pullup PMOS

N :the number of SRAM cells in the matrix

W : the number of SRAM cells woken up to be accessed
Vorech © the precharge voltage of the bitlines

Ipass, : cut-off current of the passtransistors of the SRAM cell

In case conversion is needed to acquire the necessary &sjtHge voltages in the
previous formula can be easily amended to include the ceinreefficiencies. This
can be done by multiplying them wittyn wherer, is the conversion efficiency.

From formula2.9it is clear that the highest reduction of leakage power vélblshieved
with W as small as possible. The minimal fdf being the word width of the stored
data [Gee0%. The fine granularity also benefits the wake-up power needebthe
wake-up delay of the word as the virtual supply rail capaitais minimised.

The dynamic power consumption in the matrix can be modellighl tive familiar for-
mula 2.10 The signal swing voltages and load capacitances depenbeomatrix
and decoder structure. If the matrix aspect ratio in termsedis is kept square-like

the wordline and bitline capacitance would scé)le{ﬁ) the decoder would scale
O (log, (N)). WhereN is the number of cells in the matrix.

den :Cload' Vsupply' szing' f/2 (2-10)
where

Pgyn @ dynamic power
Cload : Load capacitance
Vsupply - Supply voltage
Vswing © voltage swing

f : frequency

Formula2.10is used to estimated the dynamic power of all active compisnerhis
allows the estimation of the power savings possible in tiséesy as illustrated in figure
2.15 The full matlab implemented model can be found in appeAdix

Formulas2.9 and2.10also allow to make the evaluation of the different grantikesi
that can be used to control the sleep section of the matrixrafiigarity with a large
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W compared to N will reduce the active leakage power savingsircrease the active
enerygy overhead of waking up the cells. The first effect is tiumore cells unneces-
sarily contributing to the leakage with a high leakage auttr& he second effect comes
into play in the supply capacitance. More cells to wake upmagnore supply capac-
itance to charge to the active supply voltage. If W remainalsoompared to N, both
effects will be negligible in the total power consumptiontte context of the prototype
further discussed in chaptdr 8 words make up a single row. With a leakage reduc-
tion of 33% between active and sleeping cells, the activiealga contribution of this
row would be reduced with 30% versus a row based approach.p@ad with larger
granularities this advantage will only increase in impoda. As discussed before in
section2.4.2 the fine wordsized control granularity has additional figmé reducing
the active energy as only the bitlines that need to be acdestiebe discharged and
the effective wordline capacitance is reduckid90].

Where figure2.15illustrates the possible power savings if the second supatybe
generated with high efficiency, such DC-DC converters ateahways feasible to be
integrated with the SRAM. The secondary supply can also bermgeéed by a series
regulator, in which case only the current saving will camtite to the overall leakage
power savings. Figur@.16 shows the power savings possible when using a series
regulator. The lower boundary of the supply voltage is coeid to be 200mV as
with lower voltage the data in the SRAM would be lost.
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Figure 2.16: Possible estimated power savings using asseg@lator in
90nm
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2.4.4 Dual supply SRAMs summary

To reduce the leakage power in SRAMSs, the dual supply appracery effective.
By keeping non-accessed cells in a sleepy or drowsy statesvthey retain the stored
data and waking the needed cells up to the nominal supplykéydeatures of SRAM
can be achieved. Access times will not be degraded signijcand the data will be
retained, while both subthreshold and gate leakage cgregatminimised.

The finest granularity of control has the advantage on batkdge reduction and min-
imised delay degradation. Only waking up the minimal amafreeded cells, the
word width, the highest amount of cells can be kept in a sléeayage reduced state.
This has the added benefit of minimising the capacitanceenittual supply rails. As
this capacitance determines the wake-up delay and powalejing the current peaks
on the global supply line, the overhead of both is kept mihima

The leakage power of the system can even be further loweregbimer gating the
peripheral system when possible.

2.5 Chapter Conclusion

Leakage power has become the most dominant factor in therpowsumption of
SRAMSs. To achieve low power operation SRAM leakage powemmagr concern for
almost any system.

The analysis of effects contributing to leakage is madedti@e2.2. The resulting for-
mulas for subthreshold and gate leakage show the paranted¢rsan be used to reduce
the leakage currents. The supply voltage plays an importdatin both subthreshold
and gate leakage as it defines both the drain-source as theattge.

The techniques making use of one or more of the possible pdesisnare discussed in
section2.3. For subthreshold leakage the techniques focus on incig#se threshold
voltage Vi, permanently of temporarily. The permanent solution csissof using
transistor with highV; where possible without influencing the speed performance of
the SRAM. This can be combined with power gating peripheralds in the SRAM

to further reduce the leakage in a non active state.

Techniques temporarily changing th& of a transistor can be divided into two cat-
egories. One technique consists of back-biasing the stmsiso their effectivé/
changes. This can be done in both forward and backward @irect However, the
back-gate bias sensitivity of tHé- lowers with each smaller technology. As such this
technique is losing effectiveness. The other categorymptaarily changing thé/-
value is based on the DIBL effect. The drain-source voltaggess a transistor also
influences the effectivé of the transistor. This effect becomes more important with
each shrinking technology node as the drain and source area closer together.

Section2.4 discusses the possible implementation of the reductidmigoes in the
specific environment of an SRAM. This leads to the introduttf dual supply SRAMs
(DSSRAM). In a DSSRAM a secondary supply voltage is introduced eeithrough
means of a virtual supply rail, a virtual ground rail or a canasion of both. This
lower supply voltage is applied to cells that are not actiuejbst retaining data. As
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the cells in this drowsy mode are isolated from the bitlirdisturbing the stored data
becomes less likely. The effectiveness of this approacigfgyhdependent on the tech-
nological parameters, especially the DIBL effect. Due ® tduced leakage current
and the lowered voltage, leakage power savings up to 95%aashde in the SRAM
cell matrix when a highly efficient DC-DC conversion is pnase

The dual supply system can be applied in several grandsyithe largest being the
whole SRAM, the smallest consisting of just a single datadwdhis granularity has an
influence on power savings, delay and control overhead. €guanular architectures
such as whole memories or banks of a memory have the sinyaicitontrol, but suffer
from drawbacks in wake-up delay and wake-up power. Waking wole memory to
retrieve a single word has a large dynamic and passive ewesty While at first sight
the finest granular structure might be the hardest to cantvelsolved this issue by
distributing the last stage of the decoder into the matag¢0%. Combining the X and
Y-signals locally before the word achieves several beneiits a small area overhead.
Firstly, only the word that is needed is woken up, with a srpaler and delay penalty.
Secondly, it creates a hierarchical wordline structurétb@duces the capacitance on the
global wordline and as such the dynamic power needed to thigdull-swing line. As
the buffer strength can be scaled down also the leakage amnpooriginating from
the buffers is diminished. Lastly, it solves one of the tigjmproblems associated with
drowsy bits. As their supply voltage is reduced, the cellsobee more susceptible to
external influences, especially in the read case. An actassistor that would turned
on fully before the cells has reached its nominal supply, m@mises the stored data.
By having the last stage of the decoder distributed and obhiniy the power switches,
the last stage of the wordline buffer can also be localiseticamnected to the virtual
supply rails. This ensures the driving voltage of accesssistors scales the same way
as the supply voltage of the cells waking up.

Using this fine granular system makes it possible to maximpéseer savings and min-
imise wake up delays. As such it will be used for remaindehefthesis.
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SRAM Data Retention

3.1 Introduction

The functional definition of a Static Random Access Memony ba described as a
functional block that is able to retain the data written tard output that data when
required to do so. While this is a simple enough concept, dilitnin brings numerous
design challenges with it.

On the system design level the quest to reduce power consaamtstves supply volt-
ages down as far as possible. Both active and leakage powsummption are depen-
dent on the supply voltage. Active power has a quadratigiogiship , while leakage
currents depend exponentially. SRAMs, where the leakageldsge portion of the
total power consumption, form no exception to this trendweer, special care must
be taken not to compromise the stored data integrity as ttse moargins are reduced
by lower supply voltages.

Another factor that has to be taken into account is the higlabdity in deep submi-
cron technologies. The effect of variability is mostly fak an increase in mismatch
between transistors. The coupled transistors in the cog\ERell will effectively
have asymmetric behaviour, disturbing the bistable pasittedback loop. This re-
sults in reduced reliability for all operations.

In this chapter the current and proposed approach to sothi@egeliable retention of
the data will be discussed. First the noise margin definitidhbe discussed, followed
by a section detailing the use of those definitions in curdedign methodologies.
Thereafter the more novel ways of dealing with the variapitif the new processes
will be discussed with respect to design. This will starthatite introduction of real-
time monitors, the need thereof and the proposed solutidre fihal section of this
chapter will discuss the possible implementations of tligpsed solution.

3.2 Noise Margin Definition

3.2.1 Introduction

To be able to evaluate the capability of an SRAM to retain dattandard measure is
needed. The Static Noise MargiNM) introduced by SeevinckJee8Tis the oldest
of such measures. The more recent N-curve measure, whichecased in combina-
tion with SNM, was introduced by Wanmfan0g. Where SNM is fully focused on

35



36 3.2 NOISE MARGIN DEFINITION

voltages, the N-curve approach brings current charatitsisito the measure to give
a more complete insight into the cell stability.

While traditionally the read situation is the worst case seiarfor SRAM cell stability,
the bit integrity can also be degenerated by lower supplyagels. This has to be
weighted against the beneficial effect of lowering the syppltage as it results in an
exponential decrease of the leakage currents. To maximéskakage power savings
the supply voltage should be lowered as far as possible utifleopardising the stored
data. To this end the SNM and N-curve measures have to bedededn provide bit
integrity information.

This section will deal with the afore mentioned measuresMSihd N-curve. In a
first step they will be briefly introduced and defined. The sekstep will discuss the
extension of the measures to the characterisation of digmdtention.

3.2.2 Static Noise Margin
3.2.2.1 Traditional definition

The concept of Static Noise Margi8\M) with its mathematical background was first
published by Seevinck ir§ee8T. SNM is defined to be the voltage margin the circuits
has before it changes state in the worst case DC situation.

Vprech vVdd  Vprech

Vdd vdd
12 _
nl

Vss

Figure 3.1: SNM measurement set§ep8T

This definition is still used today to determine the stapitf SRAM memory cells.
The worst case situation for data integrity is during reackas for six or five transistor
cells. According to the definition the cells are analyseticdly under access condi-
tions, meaning the passtransistors of the cell are turnexhdrihe bitlines kept to their
precharge valueprech). The internal storage nodes will be swept by a voltage sourc
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(V) as shown in figur@.1 This is a valid approximation of the read access situation i
case the bitline capacitances are large compared to theuvesaht of the SRAM cells.
In case the bitlines capacitances were to be small, thisduvoeilan overly pessimistic
view. [Cos07.
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Figure 3.2: SNM graphically representesige8T

SNM can be graphically measured on a butterfly curve. Bujtetftves are generated
by plotting the DC transfer characteristics of the cell leshon the same axes. SNM
is defined as the side of the minimum of the biggest squaredithia the butterfly
diagram as illustrated in figur&2 This is similar to the noise margin definition used
in communication systems, the eye opening.

Mathematically the SNM curve can be extracted from the iterddC transfer curves
by transposing them to a 45-degree rotated axes system. Xiifeena of the opening
can then be easily derived. SNM is then extracted on the lwdseminimax criterion
from the extrema.$ee87 This approach will be used in secti@3.4.3

3.2.2.2 Expansion to stand-by Retention

In SRAMs without matrix supply reduction, the worst possilchse for data loss is
during access of the cell. This is were the traditional dgéiniof SNM focussed.
When the cells have a reduced supply voltage in a drowsy opls&te, the worst
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case scenario can shift. Although the access transistdhgsistate are in cut-off, the
reduction in supply voltage brings a reduction in noise rirefor the cell as illustrated
in figure3.4. Using the same methodology as described in the originahitiefi of
SNM, a similar noise margin can be measured on the sleepyTdal margin, further
referred to as static noise margin under h@ih), is a measure for the cell’s ability
to keep the data under reduced voltage.

Vprech Vdd Vpreck

Vss Vss
n2

I I ni

Vss

Figure 3.3: SNMh measurement setup

The SNMh evolution as function of the supply voltage is shawfigure 3.5. For the
region between subthreshold and saturation the evolufi®N&h has an approximate
linear relationship with the supply voltage. AlthoughVgn078 and [WanQ7& imply
this relationship to be valid over the whole supply, in theecaf figure3.5the approx-
imation is only valid between 100mV and 600mV. This can beresged as formula
3.1

ASNMh N% (3.1)

The probability distribution of the SNMh of an individuallcender influence of tran-
sistor process variations is shown in figu8eé. As SNMh is actually defined as a
minimax criterion, a Gaussian distribution is not a goodragjmation.

The probability distribution of SNMh can however be cal¢athfrom the distribution
of the two extrema. The distribution of the minimum of twotdisutions can be written
in term of the probability density functiorpdf) and the cumulative density function
(cdf). Let f; be the pdf of i,and; the cdf. The pdf of the minimum of two distributions
can then be written &3.2, under the assumption of independence.
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Figure 3.4: Retention butterfly curve evolution under vagysupply

f(min(zy, z2)) = f1- (1= F2) + fo- (1 = F1) (3.2)

The cumulative density functioR'(x) can be written a8.3:

/$ﬂm@

:/ £ (- Ry + [ (o) (1= Fily)dy

— 00

=Fi(z) + Fy(z) - Fi(z) - Fy(x)

/ Fi(y)- faly / ’ Fi(y) - f2(y)dy
=Fi(z) + Fy(x) — Fi(z) - Fx(2) (3-3)

The two extrema of the SNMh function, marked as SNand SNMl,, in figure
3.4, can be modelled as normally distribut€e0§. This can be seen on the semilog
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Figure 3.5: SNMh evolution under varying supply

plots 3.7 and 3.8, where the distribution is plotted versus a Gaussian fit efdhta.
They are however correlated and not identically distridufeo simplify further calcu-
lations the extrema will be considered to be uncorrelatdek ifiaccuracy introduced
due to this approximation hampers the ability of the modelgscribe the SNMh distri-
bution correctly over the entire range. However the tailhef distribution is modelled
accurately as illustrated in figuBe9. [WanQ78 It will be this tail that characterises the
loss of data as this will represent the worst cells. As suulilihave the most influence
on the final yield of the matrix. The formul&2and3.3 can then be rewritten &4
and3.5

(3.4)



3.2.3 N-Curve definition 41

4000

[ 100k samples

3500

3000

2500

2000

occurence

1500

1000F

500

0.16 0.17 0.18 0.19 0.2 0.21 0.22
SNM, (V)

Figure 3.6: example SNMh distribution for an SRAM cell in 99at 600mV
supply

3 1 T — T — T — T — [
F =—-+—|erf|[ — erf [ ——— | —erf cerf | ——=
SN =3 g ( ( V20, ) * ( V20 ) ( V20, ) ( V2o, ))
(3.5)
where

1 - mean of the single cell SNMYy, distribution
wn - mean of the single cell SNMfgh distribution
oy : standard deviation of the single cell SNMhdistribution
o, - standard deviation of the single cell SNy distribution

3.2.3 N-Curve definition

The resilience of SRAM cell towards data disturbance is mdy @ function of the
voltage as defined by SeevincBde8T. Under that presumption the noise margin of a
cell would be almost insensitive to sizinGfo0§. Doubling all transistor sizes in an
SRAM cell would barely change the SNM, while the current rezetb disturb the data
would have to be twice as high. Wanw@n09 defined three other measures that do
include the influence of the current.

The measurement setup for the N-curVéajn05 Gro0fg depicted in3.10is similar to
the setup used for the SNM as defined by SeevigdeBT. The voltage source V is
swept from ground to the supply level. The drive and sink enirrof this source is
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Figure 3.8: SNMh,, distribution versus Gaussian fit
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plotted as function of the applied voltage. This resultsriNashaped curve as can be
seen in figure3.11

3.2.3.1 Read Stability

current [A]

Figure 3.11: Alternative stability measures as defined om Nxcurve
[Wan0g

As shown on figure8.11 three different stability measures can be defined on the N-
curve. The Static Voltage Noise MargiBNM) is the voltage difference between the
points A and B where the current is equal to 0. The points A amk@bte the stable
points of the cell, point B is the metastable point. The St&tiurrent Noise Margin
(SINM) is the maximum value of the current between the points A antt Bives a
figure of merit on how hard it is to create the needed voltagmaie the cell flip.
The Static Power Noise MargitsPNM) is the integral of the current over the voltage
range between points A and B. While this is the most completicrfer the SRAM
stability and provides the tools to make the trade-off betw8VNM and SINM, it is

the hardest to measure in real time on chip.

3.2.3.2 Write-ability

The same N-curve also allows to evaluate the write-abilitthe SRAM cells. The
distance between the points B and C in fig8t&1 gives a measure for the voltage
write margin. The current extremum between B and C gives ssaredor the current
write-ability. A thorough discussion on this measure is boer outside the scope of
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this thesis but can be found iGfo0qg

3.2.3.3 Expansion to Stand-by Retention

The SVNM in the N-Curve approach would give the voltage difece between the
supply and meta-stable point under hold conditions and els sunot very suited to
give a measure for the retention in that case.

The current margin SINM under hol®&NMh) conditions provides a better measure
for the retention. This is due to the exponential relatigmsif the leakage currents
with the supply voltage. The balance of the leakage curneiitslefine the retention
capability of the SRAM cell.

The power margin under hol@®PNMh) combines both SINMh and SVNMh measures.
It gives the most complete measure. However, due to the naininfiormation that
comes out of the SVNMh measure, its improvement on SINMh igmal. As SPNMh

is also the most difficult to measure in real-time on chipsihot chosen as a usuable
measure for a real-time monitoring and regulation circuit.

Figure 3.12shows the retention measures that can be defined on the M-cuhold
conditions.

12

SINMh

current [A]

SVNMh
_2 |-

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
nodel [V]

Figure 3.12: Retention measures as defined on the N-curve

The evolution of the three N-curve based measures for hailditons as function of
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the supply voltage is show in figur8s13 3.14and3.15

The SVNMh behaviour shown in figur@ 13 is as expected linear with the supply
voltage. The crossing point of the butterfly curve under hedldditions is solely de-
termined by the current balance of the pull-up pmos versagpthil-down nmos. As
long as both transistors are in the saturation region, 8glthis current equation yields
a linear dependence on the supply voltage. Once the trarssisiach the subthreshold
operation region the SVNmh rapidly collapses, and the @t ik easily lost.

The evolution of the SINMh measure shown in figBr&4, follows a quadratic function
as long as the core transistors operate in the saturatisonre@nce the transistors
reach the subthreshold regime SINMh deteriorates expatignt

SPNMh as the integral of the current over the input voltagesxthe range between
the two leftmost combines both evolutions. The range ovechvto integrate reduces
linearly. The current values drop quadratically. Hence $MNh displays a third

order polynomial behaviour as long as the transistors asatuaration.

These relationships can be used to optimise the regulakimmithm. By using these
relationships, the evolution of the chosen bit integritygmaeter can be better predicted.
This allows in turn to tune the supply voltage to the desiredlgim faster. This will be
demonstrated in sectidh4.2
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Figure 3.13: SVNMh as function of the cell supply voltage
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3.2.4 Conclusion

Several measures exist to quantify the retention capgbilian SRAM cell. The quan-
tifier closest to the traditional way of measuring SRAM slibis SNMh as described

in section3.2.2.2 SNMh gives the voltage disturbance needed to flip the comten
an SRAM cell under hold conditions. The probability densitgction for SNMh has
been modelled in formul8.4. The cumulative density function can be described by
formula3.5.

Complementary to SNMh are the measures based on the N-cppreagxh, as de-
scribed in sectiord.2.3.3 as they include the influence of the currents needed to reach
the flip point of the SRAM cell. Although all three N-curve nse@es can be used,
SINMh contains the most useful complementary measure. @b#i@nal data from
SVNM, and by extension SPNM, can be derived from the comhinaif SNMh and
SINMh.

SNMh alone already provides a consistent measure undengssypply voltages and
for ease of use will be used as the main quantifier in the resteathesis. All measures
and circuits can be extended to also use any other measuned@fithe above section
as methodologically the measures are near identical.

The SNMh will be used in the next section to measure and gtegdhe data integrity
in the cells.

3.3 Data retention solutions
3.3.1 Introduction

To guarantee retention of the data in an SRAM array, sevethkthave been described
in open literature. They can be divided in two groups, onéind offline solutions. The
first path takes into account information acquired from tystesms on a die to die basis
and over time while the system functionality remains undistd. The latter path is
the more traditionally followedan05. Here design time analysis is done to find the
worst case scenario and its results are incorporated irgigyl@énargins or costly test
time die to die calibration is done.

This section will give an overview of the currently used piees in SRAM design to

guarantee data retention under lower supplies. The segfilbstart with an analysis

of the off-line design solutions. To allow for solutions threeed feedback over time
a monitoring solution is needed. That will be the subjecthef mext part. Finally the
monitoring solution will be linked to the supply regulatiand the conclusions will be
drawn.

3.3.2 Offline Design Solutions
3.3.2.1 Worst case design

In function of the transistor parameters the minimum rétemvoltage can be calcu-
lated as the theoretical lower boundary. By solving theenirequilibrium equations
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in the two internal nodes of an SRAM cell, the data retentioltage DRV) can be
derived. In case the drain-source leakage currents arendgmiand the gate leakage
currents are negligible, the currents can be express8dbas

Wi Ves — Vr (=)bs)
Ii=—1Iy-exp| ——— | - (1 — e ¥T/qa 3.6
L ”p< nkT/q > ( c ) (3:6)

where

W; . Width of transistor i
. Length of transistor i
Vs : Gate Source voltage
Vbs : Drain Source voltage
Vr : thresholdvoltage of transistor i including the bulk effaad DIBL
I, : process specific current for transisidt/L = 1 andVgs = Vi
; . subthreshold factor

&

n;

k : Bolzmann constant
T :temperature in K

q : electron charge

For a traditional six transistor SRAM cell as shown in fig@r&6the current equations
resolve to formulagd.7and3.8

Vvdd

BL BLN

- —————— =
< — — -

I I i o B

V1

—— - — —
< - —

Vss

Figure 3.16: six transistor SRAM cell as used in the DRV claiton with
the currents illustrated}in04]
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nodé/; : I + I; =1, (37)
nodés : I3+ 1g =14 (38)

The condition for DRV is the supply voltage is at such a letiak the SNMh becomes
0. This happens when the two inverter curves touch and carnrittemas equatio.9

df(x)  dg(x) (3.9)

with f andg the function describing the DC transfer curves of the coveriters. The
mathematical derivation can be found in sectB#.2

By substituting equatioB.6into the equation8.7, 3.8and solving the system together

with equation3.9, the DRV can be found as an iterative solution. It can be egae
as formula3.10[Qin04]

DRV =DRV; + [‘;1 L (DR 5 V2) '”2} (3.10)
with
kT A, (A A
DRV} =— /qfl In | (ngt +nyt) e (o e || 34D
ny” +ng 243 \ "2 (ny! +nyt)

kKT Ay + As —DRV;
Vi= q As X <n2kT/q>
kT Ay —DRV;
=D [
Vs RV, 7 A exp(nSkT/q>
where

DRV : minimum data retention voltage
W; : width of transistor i

L;  :length of transistor i

Vr : threshold voltage of transistor i
n; : subtreshold slope

Iy : technology constant

kT /q : thermal voltage (25mv@300K)

The starting point DRY can be obtained from the starting approximation whére- 0
andV, = Vdd.

Formula3.10provides the minimal DRV in a given set of environmental paggers. To
have a working memory with enough yield the parameters usedld be those from
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the worst case corner in terms of process and temperatuttengixe simulation will
need to be used to cover the effects of variability. Frometsschastic simulations a
minimal standby voltage can be derive@if04

While the worst case approach definitively finds a safe voltagthe stand-by voltage
it also has a large margin built in to allow all dies to functizwith a predetermined
minimal retention noise margin. This margin will in many ease a “waste” of energy
as a great deal of dies will not be in the state of statistigtdeenities. With a 60
approach only 1 in0° will not be covered.

3.3.2.2 At Test Time

By lowering the sleep voltage on those dies where it is degmosdible, it is possible to
create more optimal savings. To this end die to die calibratian be used. As all cur-
rent commercial memories include a Build-in Self-Te&&it3T) module, this calibration

can be done at test time. By putting the BIST into a loop whaesesteep voltage is also
controlled the minimal stand-by supply can be found on a dlidi¢ basis. However
this approach takes up valuable test time.

The “calibration at test time”-approach has the benefit dfhoiging the leakage current
reduction further as the minimal sleep voltage can be foonddch die independently.
However it does not compensate for any time varying properif the dies such as
temperature or voltage variations unless a margin is buoild'his margin again is the
source of this solution being suboptimal. Although slowrdeiing effects, like ageing,
can be compensated by rerunning the BIST loop over thertitetif the system.

3.3.2.3 Conclusion

Both the design time and test time approaches can guardrgeetention of the data
in an SRAM cell with a high probability. They are however athe source of a sub-
optimal supply reduction and therefore sub-optimal poweduction due to the margins
that have to be taken into account to be able to compensdienwvarying die param-

eters. In the design time case additional margins have takentto compensate for
global process variations. The results publishedHarph0§ lead to the same conclu-
sion. To reduce the leakage as for as possible, active omgqéation is needed.

3.3.3 The Need for a Monitor
3.3.3.1 Introduction

As pointed out in the conclusion of the previous section md&dmining the minimum
stand-by voltage at run time results in sub-optimal savirggferent environmental
parameters such as temperature, voltage and processomsiatquire different supply
voltages in order to preserve the data while maximising posesings. As SNMh
reduces proportionally with the supply voltage of the céiisther optimising the power
savings requires feedback from the system over time. Whesedtion3.3.2.1the
minimum sleep voltage was largely based on theoretical kedge of the process,
here the value will be based on actual feedback from the sysie other words a
monitor of some kind has to be found and implemented.



52 3.3 DATA RETENTION SOLUTIONS

A monitor that has the same behaviour as the core SRAM celfsregard to PVT vari-
ations will allow the maximum reduction of leakage currerttile keeping the stored
data intact. To this end the monitor circuit needs to be innailar, if not identical,
environment as the core cells. It has to behave the same nodenal conditions and
react to changes in environment as the core cells would.

This section will discuss the boundaries in which this manihust function. These
boundaries will be defined in terms of yield for the entire noeynmatrix. The yield
will be analysed when a monitor is present in the system tmallining of the sleep
voltage.

3.3.3.2 Yield analysis

The basic defining feature of an SRAM is the retention of ibsexd data. Yield in this
context will be defined as the chance a full memory matrix eain the data with a
sufficient bit integrity margin. The bit integrity paramet# choice here will be SNMh
as defined earlier i8.2.2.2 Similar calculations can be done with other bit integrity
parameters.

The yield of the entire matrix can be linked to the SNMh praligtdistribution of an
individual cell. Yield is in this case the probability allltein the matrix satisfy the
SNMh constraints as illustrated in formual2

Pratixworks = P [Vi € matrix : SNMh; > SNMhup) (3.12)

Where i represents an instance of a cell, SNNMththe actual SNMh of cell i and
SNMbh,,,;,, is the minimum SNMh to be respected.

Under the reasonable assumption that the probability fS0¢Mh is independent for
each cell, the right hand part of formudal2can be rewritten as formul.13 Under
the further assumption that the probability distributiam €ach cell is also identical,
these can be further simplified to form8al4

P[¥i € matrix: SNMh; > SNMhyin] =P[SNMh; > SNMh,,,;,,]
- P[SNMh; > SNMh,,,;,,] - ...
- P[SNMhy > SNMh,,,;.,] (3.13)
= (1 — CDF (SNMh,,;, )™ (3.14)

WhereN is the number of cells in the memory matrix and CDF(x) is thenmulative
density function of the SNMh probability distribution of amdividual cell. As earlier
illustrated in sectior8.2.2.2 the probability distribution of SNMh for a single cell can
be modelled by the formuleéa4and3.5.

Using these approximation the yield can be written as fanctif the error function
erf. This leads to formul8.15
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Yield = [i <1 e <SNMhﬂ'n”l) et (SN'V'hmmW)

V20, V2o
SNMhyin — 1 SNMhyin — 1\ \ 17

where

SNMhy,in : minimal required SNMh

1 : mean of the single cell SNMyy, distribution

1 : mean of the single cell SNMRy, distribution

oy : standard deviation of the single cell SNhdistribution
o - standard deviation of the single cell SN distribution
N : number of cells in the matrix

In the absence of tuning, the SNMh distribution taken intocoamt must be the worst
case environmental corner to achieve the desired yieldrwaiging supply voltages.
This leads to the creation of extra margins not needed in tigenity of the cases and
as such to less power reduction.

With tuning it is possible to adjust the supply reduction irels a way that the power
reductions can be maximised on a die-to-die basis whiléietathe data with enough
yield. This tuning should adjust the supply voltage such tha targeted yield is
reached while reducing the supply voltage as far as possible

The basic principle consists of a monitor that can estintegeriean of the SNMh dis-
tribution of a single cell. This value can than be used to lasesupply adjustments
on so that the monitor value reaches a predefined refereheoe. \fithe monitor repre-

sents the cells correctly the entire matrix will have an tite shift, guaranteeing the
retention in all cells.

However, the monitor is not perfect due to variability. Ardétnal margin has to be
taken into account for the externally applied referenceiwdb compensate for these
imperfections.

In figure 3.17 the cumulative density function of the retention failur¢erés plotted.
Using the @ approach of 1 in0? cells with less than the required retention noise mar-
gin, the minimum retention voltage level can be obtainedeumdismatch through the
use of Monte-Carlo based simulations. For the commerciah®@echnology used in
figure 3.17 and the cell design of sectigh2.], this value would be 200 mV. As it is
impossible for a monitor to equalise between individuals;el monitor has to quantify
the influence of global process and environmental parasetigh sufficient accuracy.
This means the mismatch on the monitor circuit itself shda@ddow enough not to be
of any significant influence on the supply regulation systéfailing to do so would
deteriorate the savings possible as extra margins woule toelve taken to compensate
for the uncertainty of the monitor. The monitor would havebeconsidered to repre-
sent the best cell in the matrix while it could actually be seothan the worst cell in
the matrix, its true position unknown as illustrated in figBr18
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Figure 3.17: Yield analysis of SNMh for an SRAM cell in 90nm

The effective yield of the memory is determined by the chatackave a cell in the
matrix under the required bit integrity parameter given aamge from the monitor
under a certain supply. FormuBl2can be adapted to reflect this into form3la.6

PmatrixWorkS :P[V'L € matrix : SNMhl > SNMhn|n|SNMh‘non]
—P[vi € matrix: SNMh; > SNMhuin] - 2[SNMhpo (3.16)

With the same assumptions as used for forn8ild, formula3.16 can be written in
the form of formula3.17.

o0

Pratrixworks = / (1 —CDF (SNMhmin))N 'Pmon(w)dw (3.17)

— 00

3.3.3.3 The power trade-off

Having margins on the supply voltage above the theoreti¢gaimum DRV, see also
equation3.10 reduces possible power savings. The following paragraphbe ded-
icated to the analysis of power versus margins.
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Figure 3.19: Relative power penalty due to margins comptréide DRV

In figure3.19the power penalty in function of the the margin size compévede DRV
is plotted. As both subthreshold and gate leakage curreaesx@onentially dependent
on the supply voltage, see also sectiod so is the penalty for power.

Reducing the margins however requires the use of extralpend@bcircuitry, and as such
extra power. The optimum solution will then be the one thdupes the power more,
by reducing the margin, than it consumes. Monitored sohgtiwill allow for a smaller

margin to be taken into account, as they provide environaténtormation on a die-

to-die basis. However, a close eye should be kept on theirpmwrer requirements.

3.3.3.4 Conclusion

To allow for the best possible leakage power savings, thgimaineeded to guarantee
the data retention should be minimised. To do so feedbackerning the PVT en-
vironment in which the SRAM operates is needed on a die-¢obdisis. This can be
accomplished by using a monitor system that observes thiatbgrity and is able to
adjust the voltage supply.

The influence of the monitor characteristics on the yield lesn derived in formula
3.15 To achieve a high yield the monitor has to be reliable. Fagrthis means the
monitor has to mimic the cells as close as possible in behaviimth in the nominal
case and under influence of environmental changes.

By implementing a monitor with a sufficiently low spread amgresentative for the
mean of the cell SNMh distribution, a regulation system cgrinplemented with a
minimal margin overhead.
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3.3.4 Online Monitored Solutions
3.3.4.1 Introduction

As illustrated in the previous section a monitor solutioatttompensates for time
dependent variations is necessary. This monitoring soiaiso has to provide a good
estimate for the behaviour of the bit integrity parametedemsuch variations and the
voltage range needed to reduce leakage currents.

This section will give a short overview of the currently usadnitor systems that can
compensate for time dependent variations and will des¢hbesolution proposed in
this thesis.

3.3.4.2 The Canary Solution

Chandrakasan proposed i@dl04 a solution to the similar problem in logic data path
design. In systems where multiple supplies are used to sitale power, the data
in the data paths has to be maintained. To that €al(4 proposed using banks of
skewed flip-flops to predict failure of the flip-flop cells umdarying supply voltage
regimes.

This approach has been adapted to do the same for memorigdah®73d a seperate
bank of skewed memories cells is put next to the cell matrix.

The monitor cells have been adapted in layout and circuiigdet® fail at voltages
higher than the core cells. Detection of failure is done byesbing the stored data in
a cell. Once the stored data flips, a cell is said to have faigchaving different cells
fail at different voltages, a continuous spectrum of fatlwoltages can be obtained.
This allows to have a die based trade-off between reliablage and power reduction.

To reduce the spread of the DRV on the monitor cells, the gotisg transistors are
scaled up to profit from Pelgromm’s Law§l89. To further reduce the influence of
rogue cells, outliers are screened out based on a majottigy vo

Furthermore Wan07&mentions three possible means to determine the extenesth
old for the canary cell bank. The most obvious is the use of teld@@arlo simulations
to determine the failure rate for every possible supply. iiemories where more than
60 of margin is needed to have a yielding system, this can bedongeconsuming.
The second way to calibrate the cell banks is by doing so aitestwith the help of
the BIST modules, an approach already mentioné3t2.2 The final mentioned way
is to base the external threshold value on the statisticaleinoroposed inCal0g for
the DRV.

However deliberately skewing SRAM cells also means thedapbthe monitor cells
and core cells will be different by design. As a consequeheértfluence of variations
will be different between the core cells and the skewed noomi¢ll. Also as the cells
are placed in banks, next to the matrix and each other, theomment will be different
for the environment of the core cells. Again this results difeerent behaviour towards
process and temperature variations. These factors fottca argins to be taken into
account to compensate possible misrepresentations, fethery iare not explicit. These
margins will limit further possible power reductions.
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3.3.4.3 Proposed Solution

To have the best possible indicator of the actual behavimintonitor has to mimic the

behaviour of the SRAM cells as close as possible. This witteéase the margins that
have to be taken to compensate for deviations in behaviouthi§ end the monitor

cells need the same electrical and geometrical properti¢Beacore cells. The envi-
ronment of the cells should also be identical, or close asiplasto the environment of
the core cells.

From the previous sectioB.3.3.2 it is also clear that the spread on the monitor value
has a direct influence on the efficiency of the power savingsgh spread will resultin
increased margins on the secondary sleep supply as it wdlayless accurate estimate
for the mean of the bit integrity parameter compared to a toomiith a lower spread.

The monitor consists of a single SRAM cell, or multiple SRABIIs in parallel, where
the internal nodes are accessible. As such the conditiosgofar, if not identical,
behaviour to the core cells can be guaranteed. In accordaitieehe law of large
numbers Ber5] the mismatch influence of the transistors on the bit intggrarameter
can be reduced with the square-root of the number of monébs,csee also formula
3.18

o ~1/sqrt(N) (3.18)
é///,% I Compare
i
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Figure 3.20: monitor organisation

Figure3.20gives a schematic overview of the proposed monitor systdme. fionitor
cells are placed into the memory matrix itself to allow foe ttlosest matching possible
to the core cell environment. The access wires to the intewwdes of the cells should
not interfere with the patterns used by the core cells fomibed and bitlines. As such
they will be put on higher metal layers. The measurement eapglg regulation system
can be place outside of the immediate matrix area as to rexféné with the matrix.
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Another advantage of this approach is that the spread ofl&toement of the monitor
cells will eliminate the linear dependency of location oe thismatch even further
reducing the spread of the monitor SNM distribution.

The increased internal capacitance of the cells is not a bampfactor if the bit in-
tegrity parameter measurements are done in a static wal 89M and the N-Curve
approaches are static bit integrity parameters and araldeifor this approach.

Due to the minimax criterion nature of SNMh, the expectedigal of the monitor
will shift to a higher value if the spread is decreased. However, From the yield
figures such as figurg.2], it is clear this is not a hampering factor when high yields
are required.

Reducing the spread on the monitor parameters also comesaat af power. By
putting N cells in parallel the current needed to drive thierinal nodes to a pre-set
voltage will require N times as much current compared to glsicell. The current
needed can be derived from the N-curve. In the worst casevlibe the maximum
current of the cell. This active power usage can be partljgatiéd by a low activation
rate. The needed current will also diminish with lower sypgbltages, exactly those
voltages where the measurement becomes critical to the gfe¢he system.

Nevertheless, a trade off between measurement power kable@ower reduction has
to be made with yield serving as arbiter. This trade-off defseheavily on technology
parameters. A high DIBL coefficient will favour a higher nuemtof monitor cells as
it will allow smaller margins and the exponential gain in povgavings that entails. A
process with low mismatch parameters, will favour a low nenddf monitor cells.

From figure3.21 the benefit of more cells in parallel can be clearly seen. Rer t
same vyield the higher number of monitor cells compensatebfdr the variability.
The safety margin, which needs taken to attain the requirgdhmam SNMh after
calibration, will also reduce with the increase in monitetls to guarantee the same
yield. This advantage grows further in importance with teguirement for high yields
as the margin gap with a single monitorcell increases. | ¢tis monitor would be
perfect, the safety margin would be identical to the safetygim needed from the cell
distribution alone.

Based on this proposed parallelised monitor cell approhehfdllowing section3.4
will focus on the basis and implementation of the measur¢mgorithms.

3.3.5 Conclusion

The offline methods of worst case design, or test time cdldmacan guarantee the
data retention of the cells under a reduced supply voltageveder to do so requires an
overhead on power as margins need to be taken to compensateefedie variability
or time dependent environmental variations. In case of igase design these margin
will be the largest as it has to compensate for all varigbifitechanism by taking
margins. For the test time calibration, die-to-die calilmna is possible and as such
will have reduced power penalties compared to worst casigresgime dependent
variations, such as voltage shifts or temperature can noobmpensated without taking
margins. Slow effects over time, such as degrading, coutbbgensated by rerunning
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Failure rate for a 64kbit matrix versus safetymargin and number of monitor cells
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Figure 3.21: yieldloss in function of the number monitodgahd the applied
sleep voltage

the BIST routines on regular intervals.

The online solutions can provide both a compensation foirtteg-die variability and
the time dependent variability. The canary solution howdaes the inherent attribute
of having skewed cells. By definition this means those ceillsnot react identical to
the core cells under environmental or process variatioisssuth they will need to take
into account extra measures to compensate for these irsiesr The solution pro-
posed in this thesis reduces those margins even furthemdyting monitor cells that
are by design as close as possible to the actual core cellsnaansystem is created.
This monitoring system will react in the same way as the celis to variations and as
such give the most accurate measure for the actual conditithre core cells. By using
several monitor cells in parallel, the spread on the medsuaue can be drastically
lowered. Combined with the model for the SNMh distributitimis allows the finest
accuracy in determining the retention voltage in real-diémditions.
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3.4 Closing the loop
3.4.1 Introduction

With access to a reliable monitor as described abov@ 3¥4.3the question remains
how to interact with the rest of the circuit and have a rekabit integrity parameter.
This section will deal with the algorithm needed and its iempéntation to measure
SNMh on the monitor. Both an analog and digital implementatuill be proposed.

3.4.2 The Algorithm

The mathematical basis for the algorithm can be found in iBek'g definition of SNM
[See87. The SNM is the minimum of maximum of the eye-openings in dytly plot.

To calculate this SNM the two inverter curves can be rotatest d5 degrees coun-
terclockwise and subtracted. The extrema of this diffeeefunction are the values
of which the absolute value has to be compared to know the Sdishawn in figure
3.22 The same approach can be used for the calculation of SNMéreathe access
transistors are turned off.

.)(1 .

Figure 3.22: Graphical representation of the SNM calcatati
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If abstraction is made of the inverter curves as being thetfans (V') andg(V), the
calculation yields the condition that needs to be satisfiddetin one of the extrema.
This can then be used to implement an algorithm that measiieesurves until the
condition is satisfied and the comparison can take place.

Considerfys(x) andgys () to represent the 45 degrees counterclockwise rotated func-
tions of f (V) andg (V') respectively. The difference functidr{«) 3.19then becomes
the function of which the extrema have to be found.

h(z) =fi5(x) — gas(z) (3.19)

The condition for extrema consist of having a derivativehia bbserved point equal to
0. This condition can be directly transfered to the conditioat the difference of the
derivatives off45 () andgys () are equal.

dh(z)
0 (3.20)
dfss(z)  dgas(z)
il e g (3.21)
3
dfss(x)  dgas(z)
de dx (3.22)

This formula3.22remains valid under rotation if it is taken into account tteg evalu-
ation points have to be transformed in the same way. For itligtion that implies the
extra condition that the measurement points should comily yi(V;) andg(V3) to
be on the same 45 degree line. In other words the differenwegleaf (1) andg(V5)
should be equal to the difference betwdgnandV;. This is also illustrated in figure
3.22 In practice the curves that can be measuredfamadg—'. So the measurement
condition can be rewritten as formua23

g (f@)—A)=a—A (3.23)

The As that fulfil this condition are the measures to be evaluase8NM candidates
as they describe the SNM function in the 45 degree rotatedespais reasonable to
assume that there will be one extremum wheneill be smaller than half the supply
voltage and one wherewill be bigger.

The measured values will than have to be compared with edar and an external
applied minimum reference to regulate the secondary supplye system. Implemen-
tations of the measurement algorithm will have to satisfy @bove conditions. Both
an analog and digital implementation are presented in thefimg sections.
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3.4.3 Analog Implementation

An analog implementation of the measurement algorithmlvéilbased on the principle
that the operating point of the measurement system can beaireed in the SNMh-

extremum points. This will lead to a loop-within-loop systén which guaranteeing
stability is not trivial.

— o (OS>

5 po———

Figure 3.23: Analog example implementation

An analog implementation of such a system is depicted ind¢igL#3 There are 5 main
functions present in it. The inverters in the circuit regneishalf of an SRAM monitor
cell.

The first function present in the schematic is the loop to fireldecond crossing point
with the butterfly curve with the 45 degree line throughThe feedback system will
force the inputs of the operation amplifier to be equal in israting condition.

The derivatives of these two points must then be calculasetyuthe fixed small offset
6. This is the second function in the schematic.

The third functional loop has as operating point the poinerehthe evaluated deriva-
tives are equal. This can be accomplished by using a diffiategifference amplifier
(DDA). The DDA will feed its output back to the first function andva@rd to the
SNMh evaluation function.

This last function evaluates the output from the DDA to thgpatiof the first function
to calculate the SNMh and compares it to the externally appkference. The output
of this last function can then be used to bias the controlHerdupply voltages of the
SRAM monitor and data cells.

A full system that would use this schematic will need twoamstes. One instance will
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have to be biased to find the solution above half the actugdlgwpltage, the other to
find the solution under half the actual supply voltage.

The schematic in figur8.23 has four instantiations of the monitor circuit. The mis-
match between these instantiations has a direct impacteadturacy and reliability
of the control and regulation circuit. The operational aifigrs also will have stringent
requirements on offsets to implement the mathematicaltfong correctly. The same
is also true for the wanted offsets to calculate the dexieati

The conditions and requirements on the components formiieh & system can be
reduced by using a digital system.

3.4.4 Digital Implementation
3.4.4.1 Introduction

The same algorithm can also be implemented in a digital wthgeby hardware or by
software running instruction on a neighbouring processoreduce area overhead and
given SRAM memories are seldom stand-alone applicatibissoftware could run on
the spare cycles of the processor. However, to accomplishathinterface is needed
between the essentially analog monitor cells and the digaatrol and algorithmic
implementation in the form of digital-to-analog and anatoedigital converters. This
section will deal with the implementation of the measurenagorithms and its pos-
sible optimisation first. Secondly the specifications fa tleeded interface converters
will be derived.

3.4.4.2 Optimisations

Where the analog implementation will converge to the stablatpn a time based on
the time-constants of the intertwined loops, the digitgdiementation has possibilities
to speed up that process without endangering the stabflityecsystem.

The first and obvious optimisation that can be made, is notivgauntil the actual
SNMh has been calculated, but already reduce the supplgsif the measured value
exceeds the externally applied reference. Several refinengan be taken into account
as the SNMh has a linear dependency on the supply voltagesagsdied in section
3.2.2.2

The second optimisation that is possible due to the memapglikty of a digital
implementation, is the possibility to bypass the impleragah of the equal derivative
condition3.23 If the system is limited to evaluating points that satigfg tondition
of being on the intersection of the two DC-transfer chanésties and a 45 degree line,
the location where the distance between the projecteduegalk maximal will also
be the location for equal derivatives. Doing this is only bk if the values can be
compared to values from a previous measurement. This dtsesathe algorithm to be
implemented as a gradient steered search for that maximum.

The third and final optimisation that is made is the use of aptide step size to search
for SNMh points. This requires the possibility to backtraokd reduce the step size
in case the extremum is missed. This is only possible duegtgélsond optimisation



3.4.4 Digital Implementation 65

where the gradient is determined and the form of the SNMhtfanc

3.4.4.3 Flow chart

Figure3.24represents the flowchart of the digitally implemented athan. It can be
divided into two main blocks. The first block will search ftwetpoints on both curves
that fulfil the 45-degree line constraint. These are thesstefhrough 9. The first step
will initialise the variables. The-value is the voltage to be applied first to the monitor.
It will get a small incremeninc. The resulting value from applying the voltage to the
monitor is stored iny in step 4. A smalb is subtracted from both andy in step 5.

y — ¢ is the applied to the other side of the monitor cell and stamemz’. In caser’ is
not equal tor — ¢, ¢ will be increased and the algorithms returns to step &’ Hquals

x — 0 we have found two couples:, y) and(z — §, y — ) that belong to the respective
curves on a 45-degree line. The value of the possible SNMtidate is then the value
of 4, and is stored for comparison with future candidates. Timigléments condition
3.23

To steer this search for candidates to find the actual SNMhinvitertain limits, a
binary search algorithm is implemented in the section to fireinextz. Due to the
nature of the SNMh curve, also illustrated in fig®.€2 obtaining a lower value for the
SNMh candidate indicates the actual SNMh has been passtiis brase the increment
inc for z is halved and reversed to backtrack.

Steps 17 through 23 illustrated the decision making protasthe supply voltage.
If the measured SNMh is smaller than the external refereheestipply should be
increased. If it is higher the supply voltage can be deceta3ée way in which to
adjust the supply voltage can be optimised by using theioglstiip formulated in
equation3.1

The clock-cycle accurate implementation of the algoritinMiATLAB can be found
in appendixB.

3.4.4.4 Requirements towards peripheral circuitry

Regardless of the implementation used the measuremeensysts to be able to de-
liver enough current to the monitor cells as they consistafigtack-to-back inverters.
To be able to a apply a voltage on one side, the measuremeatrsysll have to be
able to deliver current proportional to the current from tpposite half of the monitor
cell. This “obstructing” current is the same as the curreetsured in the N-curve
stability criterion (Wan03.

To accomplish this a unity-gain amplifier will have to be irted between the monitor
cells and the measurement system. For the analog impletienthe applied volt-
age is directly available in the measurement system. Fodigital implementation a
digital-to-analog converter is needed. This D/A-convectm be seen as an extra over-
head so its energy consumption should kept as low as posgiklall measurements
are done in a quasi-static way, there is no high speed regaiefor the converters,
which aids the power requirement.
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Figure 3.24: Digital implementation flowchart
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3.4.5 Summary

Two possible ways to implement the measurement and feedbatkm have been
presented in the previous sections. The first implememtatioposal is based on fully
analog measurement and feedback. The second implementadital in nature.

The analog implementation has to rely on separate monitts, agith the possible
mismatch, and on analog amplifiers. The concept resultsaititoeefold loop-within-
loop system, illustrated in figurd.23 While the variations over time are not fast,
having a convergent and stable system is not trivial. Moe offsets in the amplifiers
and between monitor instances will degrade the monitoioperdnce.

The proposed digital implementation of the measuremenfesaback system can be
run on a separate digital processor. Alternatively theritigm can during the spare cy-
cles of a neighbouring processor, as memories are seldowh gkane applications. The
digital part of the solution will also have a better scaldpitowards smaller technol-
ogy nodes. Combined with the possibility to further simpkind optimise the search
algorithm as discussed in secti@m.4 the digital system has clear advantages over
the analog implementation. The digital implementatioro akquires some periphery
to interact with the,in essence analog, monitor cell. Asussed in sectio.4.4.4the
constraints for this periphery are rather relaxed and wéhiw the boundaries of the
current state of the art. Therefore the choice has been nmaféeour of the digital
algorithm implementation in the test-chip implementatitiscussed in chaptér

3.5 Chapter Conclusion

The key defining feature of SRAMSs is retaining the stored dataectly. Dual supply
systems that lower the voltage across the cells not beirigaget, compromise this
ability. To be able to evaluate the ability of an SRAM to ratés data, two bit in-
tegrity parameters, SNM and the N-curve, where introduceshectively by $ee8T

and Wan0§ . Section3.2discusses these parameters and their extension to hold con-
ditions. SNMh, the hold extension of SNM, is retained for tést of the discussion as

it performs adequately.

With SNMh itis possible to qualify the ability of an SRAM totegn data under lowered
supply voltage. At design time, see also sec0B.2.], this can be used to find the
minimal supply voltage at which a cellis able to retain itsadéhe DRV. The theoretical
value for DRV can be written as formuld1l To compensate for PVT variations
however extra margins have to taken on this value to havecmiifiyield. When no
feedback from the system is used this means the worst caserduas to be used to
calculate the DRV. For most dies this will by definition notthe most power efficient
option as only a very small minority of dies will be in thosenddtions.

Alternatively, every die can be screened at test time usied@iST. This approach has
the benefit that the sleep supply voltage can be tuned on a die basis to compensate
for both inter and intra die process variations. Howevenetidependent variations
such as temperature or voltage can not be compensated. gdirsrasult in margins

that have to be taken into account to allow the reliable teiarof data. Changes in
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transistor parameters due to ageing can be compensateduoyirey the BIST loops
with certain intervals, such as system reboots.

To be able to compensate for process and time dependentimasideedback from
the system is needed on a die-to-die basis in real-time. i$cetid a monitor circuits
is needed to be able to evaluate the bit integrity. This noorgan then be used in a
regulation system that adjust the sleep supply as needadhtamgtee reliable retention
of the data. The canary approach presented in se8ti®d.2and first published by
[Cal04 and [Wan073, is such a monitor system. By skewing SRAM cells so they fail
before the core matrix cells, failures to retain data can éteated before the data is
lost. By organising such cells in a banks with different DR&sontinuous spectrum
of failure voltages can be obtained that allow a trade-offveen reliable storage and
power.

However, skewing cells inherently changes the behaviouhefcells towards envi-
ronmental changes. To be able to qualify the effects of PMieben the core cells,
monitor cells are needed that characterise the core calgately. The approach pre-
sented in sectio®.3.4.3accomplished this. Cells identical in almost all aspects, b
they electrical or layout, are rigged to allow measuremdrhe actual SNMh value.
The only differences with the core cells being that the iménodes are connect to
the outside world and to other cells. The parallelism crtageluces the influence of
mismatch on the monitor cells while the DC characterista®ly change.

Measurement of the SNMh on the monitor setup can be accdmepli® several ways.
Section3.4 discusses 2 approaches. An analog example implementatiba digital
based solution are presented. The analog implementataaisdoned in favour of the
digital implementation due to the stringent requirememtsh@ analog building blocks
that would be needed. The digital implementation with itgathmic flow in figure
3.24 has the benefit of relaxing the requirements on the anatty(3i4.4.4 and to be
able to run on spare cycles of a nearby processor.

By using the monitor setup described in sect88.4.3and the measurement algorithm
of section3.4, the optimal point of the sleep supply voltage can be foundl tae
retention guaranteed.



Integration

4.1 Specification

To illustrate the concepts introduced in the previous ofapa 65kiBit dual port dual
supply SRAM has been designed and implemented. A dual pstemsyallows to
temporarily increase the available memory bandwidth td déh bursts of data. This
is not uncommon in versatile multimedia applications whhesexcuted code becomes
too dynamic to allow for compilation or design time optintisas on bandwidth usage
over time.

The design is targeted to be used in high performance mopjkcation and as such
power consumption is of major importance. Access frequesici such application are
typically 500MHz or below and data transfer is expected tetapleted within one

cycle. Leakage power consumption should be minimised wkapecting this access
frequency.

To limit the overhead in active energy on system level an SRakbhitecture is used
with two different port widths. A 32-bit and 256-bit accessmplemented. This en-
ables possible active energy savings by reducing the deersggy overhead when
reading large blocks of dat&pg07 or enables the selection of the most energy effi-
cient for the required operation. Both ports can operatepedtdently for both read
and write operations. It has to be noted that no hardwaregsafds are put into place
to prevent a write or read operation on the same cells as theisg accessed by the
other port. The concurrent access on cells will have to balaggd at a higher level,
such as the compiler.

4.2 Building Blocks
4.2.1 Dual port 10T cell

Traditionally cells used in dual port memories are basecertiT-cell design as illus-
trated in figure4.1 A pair (BL,BLN) of bitlines per port is used in combination with
the needed access transistors. Two wordlines1,WL2) are routed across the matrix
to access the cells.

To fulfil the SNM requirements, it has to be taken into accdhbat both pairs of access
transistors can be turned on at the same time. This leadsitwearased sizing of the
core transistors to accommodate for the extra current. Jiking also has to take into
account that the cell still has to be writeable by a singleeasdransistor pair.

69
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Figure 4.1: Traditional dual port SRAM cell based on the @T-design

To reduce the bitline overhead of the cells, single enddd a&ll be used in this design.
In single port SRAMSs 5T designs have been used before asspellin Car04. These

single ended cells have the benefit of reducing the numbeitlofds. However, the
single sided access creates problems for the read and wctssDeh07.

The sizing of the transistors in the single sided cell hasteurh that the single access
transistor is strong enough to write both a high and low vaite the cell, yet does
not jeopardise the stored data during read. This leads tamgyric sized transistors in
the core transistor and a reduced precharge voltage on tlireejCar04 or shortend
bitlines [Cos07.

Alternatively, every cell is buffered for the read operatioy inserting two extra tran-
sitors for the read path. The sizing of the core transistars tbhen be optimised for
standby retention and the access transistor for writatahilithout jeopardising the
data integrity during the read operatiovef07]. The internal storage nodes remain
isolated from the bitlines during the read operation, effdg making the cell SNM
free. The sizing of the core cell transistors can then bendpéd for retention. This
will allow a further reduction in sleep voltage and hence réher reduction in leakage
current. The schematic of this dual port 10T cell is shownguf@4.2 The cell ac-
cess happens through the BLW bitline for the wide accesstam&8LN bitline for the
narrow access. For a writing operation the respective WLxWtirme will be actived.
For a read operation the readbuffer will be enable by theeese WLXR wordlines.

It has to be noted that two extra wordlines have to be routeasache matrix as the
read and write operation are now accomplished by diffenemsistors in the SRAM
cell. This does not create an extra power overhead as onlyordline can be active
per port. Every wordline also has a reduced load as the tatelecapacitance from the
connected access transistors is halved compared to themlled access. The wordline
connects to either the read transistor or the write tramsisthe extra wordlines do
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Figure 4.2: Schematic of the 10T dual port SRAM cell

generate an extra area overhead, especially in the decdtharis wordline will need its

own bufferchain, effectively doubling the area used by thfidss. In the matrix itself

the area overhead is coupled with the area overhead creatad bxtra transistors that
are inserted into the cell. Routing the extra wordlines setthe matrix does not bring
any extra area overhead as the lines can be placed with midistance and on higher
metal layers.

Table4.1lists the used sizes for the 10T DPSRAM cell. Sizing for tHéaan be done
under DC conditions and is fully symmetrical for both portie core transistorsd/1
and M2 can be sized to optimise the retention at low voltages, tpkito account the
possible area penalty and variation on the SNMh parameter.

The main contributor to cell to cell intra-die SNMh variatics the mismatch of the

core cell transistors. In accordance with Pelgrom’s LR@IB9 the mismatch reduces
with the squareroot of the transistor area. As such the azeapied by the transistors
should be high. This contradicts the SRAM paradigm of midiar@a use. As the

purpose of this thesis was to pursue leakage reduction aroconige solution was

used. As there was no access to the specific SRAM rulesetsdoegsing, the use
of dogbone structures for minimal width transistors wasoergd by the design and
manufacturing rules. These structures create an areaeagifor minimal transistors.

In the same area as occupied by the dogbone minimal widtkistans, transistors with

increased sizing could be placed. This has the benefits otiieglthe mismatch on the
transistors, and as the length is also increased to salisfyatio constraints, reduced
the leakage currents.

SNMh can be maximised by designing a cell where the eye-agstior SNMkh,,, and
SNMhgn are maximised. This can be achieved by sizing the transiatas of the
core inverter as such that the cross-point in the butterftyecis half the supply voltage
and that the small-signal gain in that point is maximisednésg the theoretical and
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ideal upper boundary for the SNMh is half the supply voltage.

The sizing conditions to obtain the crossing point at hadf supply voltage can be
derived from current equilibrium. The current through thmas pull-down has to
be equal to the current through the pull-up pmos at the angspoint4.1. Under
the assumption that the transistors operate in the saiareg¢gion, the current can be
written as equationd.2and4.3.

Imp = Irmn (4-1)
where
Tmp = u,;Cox % (Vdd/2 _ VTP)Q (14 X\,Vdd/2) (4.2)
n Lp
- ,U,nQCox 12/71 (Vdd/2 — VTn)Q (1+ X\, Vdd/2) 4.3)
n n
(4.4)

Solving this towards the ratio of W/L this condition can bettem as equatiod.5

Wo/Ly pp (Vdd/2-Ve)® (14),Vdd/2) @)
Wi /Lo pn (Vdd/2 —Vp,)? (14 A Vdd/2) '

(4.6)

The small-signal gain around the crossing point can be ewritts equatiod.7. The
absolute value This gain should be maximised to obtain teegmessible SNMh.

A= M gmy (4.7)
9ps, + 39ps,

In this formulagm; andgps, can be respectively rewritten as equatidn8 and4.9
[Lak94].

2 ps

Do 4.8

gms; Vgsi — VT,L- ( )

gps; = Ips, (4.9)
* Ve L;

where

gm; : transconductance of transistor i

gds;, - drain-source transconductance of transistor i
Vys, - gate-source voltage of the transistor i

Vr, : threshold voltage of transistor i

Ipg, : drain-source current of transistor i in saturation
Vg, : early voltage of transistor i

L; :lenght of transistor i
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| Transistor| Length (nm)| Width (nm) |

Ml,, 120 360
M2, 160 240
M3, 80 360
Mdg, 80 240
M5, 80 240

Table 4.1: Transistor sizes of the 10T DPSRAM cell

By filling in equations4.2 4.3 4.8 and4.9into equatiord.7, the gain at the crossing
point can be rewritten in function of the transistor lengti$ie resulting equation is
4.10

2(Vdd/2 — Vi) +2(Vdd/2 — Vi) Vi, Lp-Vi, Ln
(Vddj2 = Vg, )(Vdd/2 = Vr,) Vi, Lo+ Ve, L,

A=— (4.10)

From equatior.10it is clear that a larger than minimal length is preferablertax-
imise the gain. As a trade-off between the used area, desigs and the constraints
from equation#.10and4.5the values of tabld.1were chosen.

0.15 0.2
SNMh (V)

0.35

Figure 4.3: CDF of the SNiMfor the 10T cell for various supply voltages

Figure4.3shows the cumulative density functio@&{F) of the 10T cell under various
supply voltages. The failure rate of the cell to attain a ptetmined SNMh increases
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with lowering supply voltages. The spread on the failure natll be taken into ac-
count when determining the reference voltage for the regamjuaranteeing regulation
circuit.

4.2.2 Secondary supply

The dual supply SRAM architecture requires the generatf@lower secondary sup-
ply on chip. This secondary supply voltage can be generated the higher supply

voltage by DC-DC conversion. As this constitutes a powerlwad high efficient DC-

DC conversion techniques are favoured. Whether these donserse capacitors or
inductors, they consume a large ar&avp0§].

Alternatively a series regulator could be used to createvaisupply at the cost of a
low efficiency. The current reduction component from the poveduction will still be
present, the voltage component will not. The figudeband4.5already mentioned in
section2.4.3show the possible power saving factor for both the full DC-&@version
and the series regulator solution.

70
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40t 1

30 b

relative leakage power reduction
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0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Sleep Supply Voltage (V)

Figure 4.4: Possible power saving with a 80% efficiency DC-&@@vertor
as function of the sleep voltage

For DC-DC converter based approaches the fine granulatiicolas discussed in sec-
tion 2.4.2and published inGee0% can be used without further adaptation. To use a
series regulator, the fine granular architecture can betaddp include the series reg-
ulator. Instead of an independent secondary sleep sup@yduted across the matrix,
the series regulator now connects the local cell supply Wita the global nominal
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Figure 4.5: Possible power saving with a series regulatdu@astion of the
sleep voltage

matrix supply line.
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Figure 4.6: Fine granular word architecture with integdageries regulator

The series regulator is sized and biased so that it can keepethsupply voltage on
the predetermined sleep voltage. Power switches are adddbbiv the cell to regain
nominal supply during read and sufficient current can be igexl/to the cells during
the write operation. This leads to the schematic of the impleted circuit as show in
figure4.6.

4.2.3 Noise-margin measurement

As previously stated in sectiod.3.3 minimising the leakage currents in the matrix
requires the sleep voltage to be as low as possible witha@aregering the integrity of
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the stored data. This requires the implementation of a mpaitd regulation circuit.

By using cells that are as close as possible to the actuaixntaits, the extra supply
voltage margins to ensure data retention can be minimisedhi¥ end the 10T DP-
SRAM cell presented in sectigh2.1is adapted to allow access to the internal storage
nodes. As the SNMh value is a DC parameter, it will not be imfagal by the extra
capacitance that is introduced by this adaptation.

As the spread on the measured monitor value has a directiiciuen the voltage of
the sleep supply and as such on the total leakage power, tbHzes minimised, see
also sectior8.3.4.3 In accordance with the law of large numbeBef51], the monitor
cells will be connected in parallel to average out the SNMueaThis measure value
is then a good estimate for the mean value of the actual cfilalition.

Five rows of 256 monitor cells are inserted into the cell ixaffhese rows are spread
across the matrix to also lower the dependency of the moBinivih on local varia-
tions in environment. The measurement and regulation itifeuthe testchip are kept
offchip.

64 rows datacells

64 rows datacells

———— Single monitorce

64 rows datacells

64 rows datacells

Figure 4.7: Overview of the monitor cells organisation i tBRAM core
matrix
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The measured estimated SNMh mean for the SRAM matrix cetisboged with the
predetermined failure boundary as per fig8r&7, will allow to set the reference value
for the regulation circuit. This value is to be set so the gt of the data can be
guaranteed with sufficient margin to guarantee the funetigield of the matrix. This
value can be derived from the Monte-Carlo generated statias have been presented
in figure 3.21in section3.3.4.3 The combined statistics of the cell and monitor allow
to make an estimate of the yield of the matrix with the coimetbased on the monitor
measurements included.

As a secondary function this reference value can also betasaddify the operational
speed of the SRAM at the cost of leakage power. The powerdspage off will also

be clear from the measurements in secdo®.3 more specifically tabld.4 which is

also also published idee08.

4.2.4 Decoders

Two decoders need to be implemented to select the correxctaat! for a read or write
operation on the DPDSSRAM. One decoder combination is rmeéatethe narrow
32bit access, while another one is needed for the 256bit aédess. This is shown in
figure4.8.

Address_narrow[10:0] Address_wide
[2:0] 38 [7:0]
[10:3]
8 to 256 8 to 256

Figure 4.8: Decoder organisation of the DPDSSRAM

As the matrix is organised in rows of 256 cells, selectinghgle wide word is identical
to selecting a full row. Therefore the row selection deceder both wide and narrow
access will be implemented identically as 7-to-256bit diecs. Per decoded address
also the difference between read and write needs to be mdnileisTimplemented by
adding a multiplexer at the last stage of the decoder to s#lecorrect buffer tree.

The row decoder is implemented in two main stages. A firsicstatmbinatorial stage
will decode the 8bit input address to 4x4 bits. The secongestacombines these four
groups to create all 256 possible outputs. Figu@shows this decoder organisation.
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Figure 4.9: row decoder internal organisation

The four 2-to-4 decoders are built out of standard CMDSID gates.

The recombination stage of the decoder consists of dynaatiesgas illustrated in
figure 4.1Q This pseudo-nor decoder has the advantage of limitingchwig on the
internal nodes towards the buffedldm98. During the precharge phase the input
on this stage can change without causing any significanthking internally. Once
the input can be assumed to be stable the decoder can be puatluatéon mode by
lowering the precharge signal. All but one of the decodepoustages will discharge
its internal nodeu, but not cause any external switching .

The word column decoder decodes a 3bit address into a onebliateBection signal.
This Y-wordline is used in the distributed last stage of tkeeatler and to enable the
correct set of sense-amplifiers. The Y-decoder is impleeteas a single stage dy-
namic decoder similar to the last stage of the row decodee. drtly difference is the
use of 3 pull-down transistors instead of 4.

The distributed last stage of the decoder, see also figl6ehas a passgate based
implementation of amND-gate. As such the buffer chain for the wordlines needs to
have the correct polarity. The row decoders have an actiye dutput. The column
decoder, which is only used for the narrow access, has aredotv output.

4.2.,5 Sense-amplifiers

To limit the delay and power consumption of a read operatiom pitlines are not fully
discharged when the cell is read. This reduced swing sigemtd be converted back
to digital levels. This is accomplished by the sense-anapl{§A).
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The SA is in essence a comparator. It amplifies the differétereen a bitlineEL)
and a referenceRgf) to a digital full swing signal $a,San). This reference can be an
external applied reference voltage, or in the fully diffeial case the complementary
bitline. As in this design the cell are single ended in nattlie SA will compare the
bitline with an externally applied reference voltage. Whem Ivitline drops below this
predefined threshold before the SA is enabled, it is consdtier be intentionally pulled
down by the cell.

To reduce active biasing currents, the SA architecture isedild on the same latch
architecture as the cell. Its activation is controlled by 8A ACT signal, and as such
consumes no static power when deactivated. The bitline tonB&face consist of a
differential pair. This reduces the current load on the SRédlls as no extra current
is required to toggle the SA stat&kgb93. The schematic of the used SA is shown in
figure4.11

As 256 sense-amplifiers are needed to be able to read thet 26@biword and to limit
the area overhead, the SA needs to fit into the bitcolumn pitttis limits the sizing
that can be used to minimise input referenced offset on thetipair. This offset will
effectively form the lower boundary for the bitline swingattneeds to be developed to
be able to sense the data correctly. The variance on the wfitage can be obtained
through Monte-Carlo simulations and sensitivity analysi@king into account that
the high gain from the input stage to the output through th&itipe feedback stage,
reduces the impact of the top transistors on the result leetthe approximation of the
input referred offset as shown in formual 1

Ooffset = Tmi (4.11)

with according to Pelgrom’s Law the variances on the mistné&icbe function of the
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Figure 4.11: Schematic of the differential pair latch tymmse-amplifier
[Kob93

Vss

transistor areaHel89

Ay,)? V) A
o2, = (Avy) 4 (Ves, — Vr,)~ 8 (4.12)

where

W; : width of transistor m

L; :lenght of transistor m

Ay, : threshold voltage mismatch factor
Ag : current mismatch factor

For the presented circuit a bitline swing of 100mV is suffitito allow reliable detec-
tion. This illustrated the importance of the sense-ampldigivation timing. Letting
the cells develop a higher swing on the bitlines increaseptiiver consumption for the
precharge but increases reliable read out. A lower swingldvaeduce the precharge
power consumption but jeopardise the correct sensing addlte

4.2.6 Timing and Control

Timing and control are an essential part of the overall DPRSH design. All read
or write operations on either of the ports are expected todmepteted within a single
clock cycle. As a result the enabling of the precharge dscudecoders and sense-
amplifiers has to be controlled in an asynchronous manner.



4.2.6 Timing and Control 81

address >< ><

data >< ><
act | |

read

clk

i
e t
comparator = [

SA activation &—> \
Finished \_} ;

Figure 4.12: Control timing diagram

decoder

Figure4.12shows the correct sequence and causality , marked by arobtie control
signals. When SRAM is activateddt), the clock €lk) will start the sequence. The
rising edge of clk will enable the prechargaéch). The bitlines need to be precharged
before an operation can take place. The falling edge of clkdigable prech. After
the precharge is completed the decoder can be turned onivatadhe wordline de-
coders. This in turn also starts the sensing on the timingeg with a continuous
time comparator. When the bitlines are discharge suffigietite SA amplifiers should
be turned on and the data stored for output. When all SAs haxsedeheir data, the
finished signal is generated to reset the asynchronousrstatkine.

4.2.6.1 Timing

To create the timing of the control signals three main meshwal/e been published in
literature. These will be discussed briefly in the followjpayagraphs. While the timing
of the signals is crucial to the performance and correct aip@r of an SRAM, the
papers published on SRAM do not quantify the influence of theuit with sufficient
detail to be able to single out its effects. To be able to ghatite effects two designs
only differing in timing generation should be made and estdd.

While the delays needed between the consecutive contrallsigan be made by sim-
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ple delay lines, their design will depend on worst case Sitna. The delays will have
to be designed based on extensive reliable simulation aftiede SRAM. This reliable
simulation depends on the correct extraction of parasitects based on the layout of
the SRAM. Extra margins also have to be taken into accourtiexs is a system level
mismatch between the delay circuit creating the contrataigind the actual needed
delays in the SRAM. For instance, an inverter chain usedne the sense-amplifier
activation will react differently to environmental chasghan a bitcolumn. The tim-
ing still is expected to function properly under those ctemgdhis creates an iterative
design process. To compensate for the non-similar behamiatgins need to be taken
into account to compensate both for the timing generatioiatians as the variations
of the controlled element®Nlam98.

The margins taken on the timing delays takes its toll on thAMRpeed and power

performance. Signals will be delayed more than necessamyoist cases, creating a
penalty in speed. The power penalty comes from bitlines dnatbeing discharged
further than needed and added leakage in activated parteahémory. Using tun-

able delay lines can partly alleviate these effects, butiireg extensive testing after
fabrication Cos07 Cos0§.

The timing and control system used in this design, is baseal s®if-tuning approach.
The most crucial part of the timing control is the activatioihthe sense-amplifiers.
By using the actual signals generated the system a closehrbatween the activation
signal and the required delay can be obtained than by depgiodi inverter generated
delays Pmr98]. Dummy timing wordcolums are added to the matrix. This dunomi-
umn has cells with fixed data, allowing the bitline levels eorbeasured by a reliable
continuous time comparator. This comparator will activie other sense-amplifiers
when the threshold level on the bitlines has been reachegtlfiable sense-amplifier
operation. A continuous time comparator is needed to actiemthis. As the func-
tion of the SRAM has to complete in a single clockcycle, cextlkcomparators would
require the generation of several high speed clock sigiggldrs to determine the right
moment to activate the sense-amplifiers.

The continuous time comparator used for the detection obtti@e threshold level

is shown in figure4.13 It consists of three stages: a pre-amplifier to do a voltage t
current conversion, a decision circuit and a post-ampliieegenerate digital levels at
the output AlI82]. Table4.2 shows the sizing of the transistors.

Although the input offset of this comparator can not be conspéed inside the system
[All82], it can be tuned out by adapting the external referencegelt

The location of the dummy wordcolumn at the end of the wormdtjnarantees it will get
activated as the last one on the wordline, creating an eafeysmargin. At the same
time the position in the Y-direction will compensate for el to SA distance, which
varies from row to row. Completion detection at the leveltud sense-amplifiers will
allow the generation of a stop signal for the decoders todffrthe activated wordline.
Figure4.14shows an overview of this system.

The precharge phase duration for the bitlines is be coetidlly a tunable delay line.
This precharge phase should be long enough for the bitlmé® trecharged to their
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Bitline Comp_ ref

act | M1

Figure 4.13: Continuous time comparator in three stages

transistor| width (nm) | lenght(nm)

M1 600 400
M2a,b 12000 400
M3a,b 600 400
M4a,b 600 80
M5a,b 1200 400
Mé6a,b 900 400
M7a,b 720 80
M8a,b 720 80

M10 720 80
M11 720 80
M12 720 80

Table 4.2: Transistor sizes used in the comparator

precharge voltage, and for the first stage of the decoder toine stable for its evalu-
ation phase.

4.2.6.2 Control

The control system is build as an asynchronous finite statdimea as everything has
to happen within a single clock cycle. This control circsibuild up using SR-latches
and edge-detectors as shown in figdres

The edge-detectors seen in fig4rd g consist of a small delay line made out of in-
vertors and a NAND-gate. The pulsed activation of the SRhkes is needed to avoid
race conditions in the latch. The delay in the edge-detéstauild using NAND-gates
instead of the normal invertors to better match with therimaédelay of the SR-latches
under variation.

The SR-latches are build up out of NANDs and include an eslemset signal to
initialise in the correct state. These latches have analtiv activation.

The control circuit generates in this way all the signalgsitated ird.12for both the
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Figure 4.14: Overview of the self-tuning timing for the SAdatlecoders

narrow and wide cases. It has to be noted that the activafidimeocolumn-decoder
(Y) in the narrow case has to precede the row-decoder(Xhdmead scenario this just
enables the CT-comparator before the bitlines start digatg In the write scenario,
the Y-decoder also selects the column where the data iewrifthe delay between the
Y-decoder and X-decoder activation must ensure the bélare charged or discharged
to the correct writing voltage before the cells are accessed

4.2.7 Precharge and Write Periphery

Interaction of the SRAM cell with the rest of the SRAM happ#m®ugh the bitlines.

The cell can discharge the bitline to read or the bitline campilecharged to the level
needed to write the data into the cell. The cell however iglesigned to pull the bitline
high. To accomplish this the precharge circuit is needee. difcuit will precharge the

bitlines to the precharge voltage, typically near the suppltage.

To reduce the leakage on the bitlines by the access-trarsishe preharge voltage is
lowered to benefit from the DIBL effecee03. This leakage not only contributes to
the total leakage power but also limits the number of celid tan be connected to a
bitline [Gro0§g. The precharge voltage is set to 600mV.

The precharge circuit is a single transistor per bitlinereast to the precharge voltage
rail and controlled by th@recharge signal. A buffer tree from the control circuits to
the precharge signals is included to allow driving the acgiated capacitance.

As the cells are designed to be single ended, it has to belgp@ssiforce a 0 or 1 state
through the access transistor. As seen in secti@rl, the access transistor is sized to
allow the internal node to be raised above the trip point ef¢bll. The voltage and
current needed for this have to be provided by the write dircthe write circuit will
have to be able to pull the bitline high or low while the celt@nected to it.
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Figure 4.15: Overview of the control system
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Figure 4.16: Edge-detector as used in the control system

To be able to achieve its function the write circuit requitks input data to be dis-
tributed to the transistors together with the write enaligmal. To reduce area and
energy overhead the pull-up and pull-down transistors djacant in the layout. The
write enable signal for the narrow port will be combined wiitle Y-decoder wordcol-

umn selection as to only charge or discharge the neededdstliThis eliminates any
overhead on the non-access bitlines. As the wide accessi@éll a whole row, the
write signals can be applied directly.

4.2.8 Measurement Periphery

To be able to measure the the performance of the SRAM with gfigsion, off-chip
measurements are nigh impossible. The added inductanoefimbondwires and ca-
pacitance from the package and PCB, create an lowpass leCtfiit effectively blocks
the high frequency signals we want to measure. To solve &hign-chip solution to
accurately measure the timing of the signals has been dgeetlo

The timing signals that need to be measured will be fed int@masparent latch line.

This line will be long enough to have a wide capture windowed3énlatches will then be
frozen by making them non-transparent after enough timeohased for the measured
operation to be completed. This is illustrated in figdr&7. This frozen latch line can

then be loaded into a shiftregister to export the measuredaga at a lower frequency
offchip, where it can be interpreted by software.

The attainable measurement resolution is then the trangitlay of a single latch cell.
This is measured to be around 100ps. Due to process vasatiowever this delay
can change from die-to-die. To this end the latch lines deldlybe calibrated by
measuring the oscillation frequency of a ring oscillatoiltbout of identical latches.
This oscillation will be brought off-chip divided to lowene frequency and measured
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Figure 4.17: Measurement freezing latch line

as reference.

The measured signals are wordline activation, sense-fiem@nabling (saact) and the
end of the sense operation (firarrow, finwide). This will allow the duration measure-
ment of the important phases in an access. As seen in sdcldihithe wordlines will
be turned off after receiving the finished signal from thesseamplifiers. As such the
time the wordline is active in the measurement is a good medsuthe access delay
of the memory.

To be able to generate a pulsed precharge signal with a wickaiby cycle, a tunable
delay line as shown in schema#icl8is added on chip. By setting the correct selection
bit through a shift-register the pulse signal with a vargathlity cycle can be generated.
The pulse width can be tuned from 200ps to 1.5ns with a stejp$iz50ps in the 450ps
to 1ns range, and 250ps in the outer ranges.

Figure 4.18: Schematic of the tunable delay line as used tergée the
internal precharge signaCps08g
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4.3 Implementation in 90nm CMOS

4.3.1 Layout

All building blocks of sectior.2 are brought together in one working SRAM system.
This dual port dual supply SRAM has been processed in mast©0nm technology.
It has to be noted that we did not have access to the speciaMS#eSign rules and
had to make cell compliant with the standard logic desigasulThis leads to an area
overhead compared to cells made in a dedicated process.

The layout of the dual port 10T-cell, see also secto®.], is drawn in figure4.19
To avoid the use of dog-bone structures and the associaadgerhead, the width of
the transistors is slightly increased. These changes eradl reflected in the sizing
table4.1 This also has the added benefit of lowering the sensitigitiatiability as the
area slightly increases. Which in turn is beneficial to thé&éeg current reduction as
it allows the sleep supply voltage to drop more. For the saasans, the cell is also
kept as symmetrical as possible.

Figure 4.19: Layout of the dual port 10T-cell
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The monitor cell is by design almost identical to the norn®ll.dt only differs in the
extra contacts and metal wiring to access the internal némtemeasurement of the
data integrity.

The layout of a single word with the additional headers isashn figures4.20and
4.21. On the left hand side the extra word level periphery for therow access is
situated. The wide access periphery can be seen on the agklt $side. The power
switching transistors are in between the access logic amadtual cell matrix. Also
the transistor acting as a local series regulator is marked.

a b

Figure 4.20: Layout of the single 32bit word with a) the pegpy and b) the
data cells

Figure 4.21: Layout of the word periphery with a) the passgeind access
periphery, b) the power switches and series regulator, €)ldbal control
inverters

The predecoder and control logic are based on standard pagts and as such not
reprinted in layout here.

For the analog components special care was taken to redsiesstic offset by having
symmetrical layouts and similar environments. The pitcthef SAs is made identical
to the cell pitch as 256 SAs are needed for the wide access.inphetransistors of

the continuous time comparator have also been sized andtkyto reduce mismatch
influence.

The full combined layout is show in figu#e22 The SRAM core containing the matrix,
sense-amplifiers, decoders and control circuitry takeg@a @700xm X 700pm. The
total chip has an area @200um x 1800um . The peripheral circuits are also annotated
on the figure. These include the shiftregisters for the SBY§@mmming interface and
the on-chip measurement circuits. In figyr@3a micrograph of the fabricated die is
shown.
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T

Figure 4.22: Combined layout of the full DPDSSRAM
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Figure 4.23: Chip micrograph of the bonded die

The digital circuits and conversion interfaces for runnihg monitoring algorithm
were not implemented on chip. The interface to the monitteég brought off-chip
and the algorithm runs in software on a PC for the purposeisfitototype.

4.3.2 Measurement and test setup

To limit the number of pins on the die, the inputs and outpfithe SRAM have been

interfaced to the outside world with shiftregisters. Theasi@ement delay lines are
also loaded into shiftregisters to allow read out. To allagyeinterpretation of the

acquired data an interface with a PC had to be built.

Figure4.24shows a photograph of the PCB used during the measuremen¢sinof
the DPDSSRAM dies. The die is placed in a central zero iraeftrce socket. Level-
shifters to translate the signals from the nominal chipagyt of 1V to the PCB 3.3V
are inserted on the paths to and from the socket. The inteldatveen PC and PCB
uses an FTD 2231 USB-to-serial interface chip. This chipthasbility to run an SPI-
like protocol to the die while having the capability to adskeéhe muxes on the PCB
correctly.

This interface allows easy access to the DPDSSRAM and theureraent data, which
in turn can be interpreted by the custom written software.

4.3.3 Measurement results

The leakage currents of the matrix were measured in functitime matrix sleep supply
voltage. The results are plotted in figu4e25 The highest attainable supply voltage
was 606mV due to th&r loss in the NMOS series regulator. Below 180mV all data
was lost and as such does not consist a valid operationarrddie evolution shows
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Figure 4.24: Photograph of the PCB used during measurenmehtest of
the processed dies

a weak exponential behaviour as expected from the theatetiodel in sectior2.4.3
A reduction from the sleep supply from the nominal 1V to 200ie%ds to a current
reduction from an estimated 1108 to 530uA, or a factor 2.

The SRAM operates in three modes. The nominal mode, wheradltrx sleep supply
is kept at 600mV. The low leakage mode, where the matrix ste@ply is reduced to
200mV, the minimal retention voltage that allows for the igudee to maintain the
stored data. The last mode of operation would be the puratietemode, where
the periphery of the matrix such as the decoders would beckedt off. This would

reduce the contribution of the periphery to near zero in thal teakage current of the
SRAM system. Tabld.3gives an overview of the leakage current contributionstier t
different operational modi.

The cost of the leakage power reduction comes in the form afiereased delay and
active power consumption due to recharging the word supilg for an access. The
measured access delay in the two single cycle operationdésis shown in tablé.4.
As the pure retention mode does not allow to access the d#étawine clockcycle, it
is not added to the table.

The extra delay in access with a lowered sleep voltage cattiiaiged to two factors.
It takes longer for the power switches to bring the word sypall to the active level.
Secondly, as the gate voltage on the pull down read tramsitaots lower, the read
current generated on the bitlines is lower. No measuralffierdhce was found between
the narrow and wide access delays. From the total accesg 4felps consists of the
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Figure 4.25: matrix leakage current as function of the skggply voltage

matrix matrix eriphery peripher
mode sleep Penphery. periphery
leakage leakage | voltage
supply
LA mV LA \%
nominal | 755 606 750 1
low leakage| 530 200 750 1
retention | 530 200 0 0

Table 4.3: Overview of the different voltages and leakageeru contribu-
tions in the different operational modi for the SRAM system

] mode | delay [ matrix leakage current
nominal (600mV) | 2ns 750uA
low power (200mV)| 2.5ns 530uA

Table 4.4: Summary of the matrix leakage and speed numbérs &PDSS-
RAM in high-speed and low-leakage mode



94 4.3 IMPLEMENTATION IN 90NM CMOS

access port | periphery| precharge| total | total/bit
(pJ) (pJ) ®J) | (PI)
narrow (32 bit) 13 3 16 0.5
wide(256 bit) 15 9 24 0.09

Table 4.5: average active energy per access

precharge phase needed to bring the bitlines to the preelvaitage.

The dual width dual port approach has the goal to reduce tamgroverhead associ-
ated with reading several narrow words compared to readisiogle wide word. To
read one single wide word of 256 bit, eight accesses of @iffeB2bit words would
be needed without the dual width dual port approach. Thegdirbe in the decoder
overhead power. The number of SA activations, word activetiand to be precharged
bitline capacitance are equivalent for the single 256bitericcess, compared to the
eight 32bit accesses. It has to be taken into considerdtairatcess energy is also data
dependent. Data read-outs that do not discharge the Isithilerequire less energy to
be charged to the correct precharge voltage again. Theydatg shown in tablé.5

is based on checkerboard data of alternating ones and z2&@&310101...).

The energy numbers of tabflebare barely influenced by the sleep supply voltage. The
energy difference between a 600mV and 200mV sleep supplsistsronly of the vir-
tual rail capacitance that needs charging. This parasiji@citance can be neglected
compared to the other switched capacitance. The measifferedces were less than
5% of the values in tablé.5and as such fall within the error boundary of the measure-
ment.

The high precharge energy values for the narrow access am@/eonot in concordance
with the expected values. The explanation for this anomesdyjih the limitations of the
test setup. As the access times are measured on chip, tifadeteowards the chip was
not build for high speeds. As a consequence the time betwaesecutive measure-
ment cycles is unrealistically high and the bitlines arel@éged by the cells through
the leakage currents before a new access cycle starts. &heyages an overhead in
precharge energy as the system precharges all bitlinesebfe correct word column
is fully decoded. To fundamentally solve this requires aapdation of the precharge
control to precharge only the bitlines that will be access€&tis would create extra
delay as the precharge phase can only start when the Y-decadeproduce a cor-
rect evaluation of the address bits, where in the currenttisol the decoders can start
working in parallel with the precharge phase.

CWL log, (Cwi /Cinv) 1 k
Cwips = N Z () (4.13)
k=1

where
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Cwipg : estimated switched wordline buffer capacitance per bit
Cw. : total wordline capacitance

N : humber of bits in a single word

Cinv : capacitance of a single unity size inverter

The active energy numbers confirm the thesis that it is plessithsave energy on
system level by accessing a single wide word instead of akwarrow word opera-
tions. Under the assumptions that the total number of bits matrix remains con-
stant, a similar architecture and without a restriction loafeasible aspect ratio on the
SRAM, an increase in wordlenght will reduce the active engrgr accessed bit. A
doubling of the wordlenght would not increase the wordlaa@acitance per bit. The
total wordline-capacitance would increase, which in tuiti increase the wordline
buffers. Although this increase in buffer size will have dyoa very small repercusion
on the total switched capacitance per bit as can conclude foomula4.13where a
rule of thumb fanout of 4 is taken into account. The overhefdti® sense-amplifiers
would also remain the same on a per bit basis. The bitline@tgnce would halve on
a per bit basis. And as a doubling of the wordlenght halvesitireber of words in the
matrix, the decoders would also reduce in size and effestvieched capacitance per
bit. The wordlenght and effective energy per operation iteaiie hence limited by the
ability of the full system to cope with wider words and thedislity of large aspect
ratios.

4.4 Comparison with State-of-the-Art

Table 4.6 retakes the information from tabfe1l The differences in the used tech-
nologies make it hard to establish a valid comparison. Tkie i the sleep versus
the nominal supply would indicate how aggressive the sle#fage could be scaled
using the reported methodologies. In that regard this wedkises one of the highest
supply reductions while guaranteeing data retention. Tagkweported in Wan073
can claim a higher ratio under the best environmental camdit It also claims a lower
absolute sleep voltage even under typical conditions. Wawver gives no information
on any dynamic, area or cell design aspects.

The resulting leakage reduction ratios are heavily infleeay the technology param-
eters and the ratio of gate versus subthreshold leakage-|€mtage is reported to be
dominant in Nii04] with 80% of the leakage and contributes the highest fractm
the established savings. In contrast for the technologg irsthis work [Gee0§ gate-
leakage contributes less than 1% to the cell leakage. Thistisncommon for lowk
processes. As subthreshold current is less sensitive teupply voltage compared
to gate-leakage, the resulting reduction will also be ldsslso has to be noted the
reduction is listed as a current reduction as not all publisivork include a means to
determine or generate the sleep voltage.

For the work reported in{im06, Wan07aWan0§ it is unclear whether the wake-up
and access to the data can happen in the same clock cycle. ksgwap blocks of
128kiBit, as reported inWan08 Kim06€], represent a significant load capacitance and
hence a high delay and power overhead, it is more likely tiabtocks are woken up
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for several accesses and prior to being accessed or thatsasqapelined.

The lack of monitoring systems iiNjiO4, Sal05 Kim06] suggests the use of a worst
case design methodology to guarantee data retention ifitaksen into account. From
this work and Wan074 it is clear they could have benefited from a further supply
voltage reduction if they would have had implemented suchoaitor system. The
differences between this work an/@n074 have already been discussed in section
3.3.4 The use of the SNMh monitor allows a finer tuning on a dieibdsis as it has
to take less margins into account for variability and envinental effects.

Hence the methodologies in this work will outperform the neetologies presented in
the current state of the art.

parameter Nii Saliba | Kim J. Wang | Y. Wang I/Cé)srk

[Nii04] | [Sal0g | [Kim06] | [Wan07& | [Wan0§ [GeeOs
size 256kiBit| 16kiBit | 128kiBit| 128kiBit | 1MiBit 64kiBit
nominal 12V |1V 1.8V | 05V 1.2V 1V
supply

0.07v

sleep supply| 0.6V 0.3V 0.9v best 0.5V 0.2v

’ ' ’ 0.15Vv ) )

typ
leakage o
current 88% | 86% | 94.206 | S3%0DESU gh00 | 500
. 50% typ
reduction
delay 2.8ns 3ns 1.02ns | N/A 0.9ns 2.5ns
I‘;"yerhead det g 9% 2% N/A N/A 25%
overhead acy N/A “high” | N/A N/A <1%
tive power
g‘r’;head 13.2% | 3.5% | 6% 0.6% N/A 12.5%
) . 128kiBit
granularity | block row matrix | N/A block word
150nm 65nm 90nm

technology | 90nm FDSOI 180nm | 90nm ULP Hp
da@ = in-p o [ WOrSt la | canary | /A SNMh
tegrity case

Table 4.6: Overview of the dual supply SRAMs published in dpen lit-
erature. N/A notations mean the data was not available fl@ptblished
material.
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4.5 Chapter Conclusion

A dual port dual supply SRAM was designed and fabricated imraroercial 90nm
technology and measured.

By using a 10T-dual port single ended cell, energy savingse/bnabled. The precharge
voltage on the bitlines could be lowered to reduce bitlirekége. The four cell core
transistors could be designed to reduce leakage furthet@ahdve less variation in
SNMh. This in turn enabled the sleep supply to be further fegevithout compro-
mising on data integrity. By adding the readbuffer the rammaj access transistor could
be optimised to successfully write the cell, while not mekany disturbance to the core
storage nodes during read.

The noise-margin monitor as described in sec8d14.3and implemented as #.2.3
allows the sleep supply voltage to be adjust such that thanedjSNMh can be guar-
anteed on a die-to-die basis. By connecting several cedithay the spread on the
measured monitor SNMh could be reduced to have an accurasumgefor the most
expected SNMh value of the core cells. To guarantee datatietea small extra mar-
gin must be taken into account to compensate for the spretie @NMh on the core
cells.

The timing and control circuitry as described in sect.6 using dummy word
columns and a continuous time comparator enable to tracladjust the control sig-
nals in function of the access address and variations. Theucolumn matches best
with the actual access word, creating a better timing sofutinan standard worst case
design. This reduces the energy consumption on the bithsethe sense-amplifiers
will be triggered once the comparator senses a sufficiefardiice has been generated
on the dummy bitlines. This minimises the margins on the esemsplifier activation
and the effective swing on the bitlines.

The on-chip measurement setup based on “freezing” latclmated the need to
have a high speed interface to the outside world.

The dies have been measured in the laboratory. The acces®tigns is attained in
its nominal settings a measured in sectbB.3 In low matrix leakage settings with
a 200mV sleepy supply, the access time is increasedbios with an extra leakage
current reduction of 33% compared to the nominal setting®0imV as sleepy supply
voltage. The system can be putin a pure retention state bintuof periphery circuits,

this reduced the leakage power consumption with 65% condgarthe nominal case.
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4.5 CHAPTER CONCLUSION




Conclusions

5.1 General conclusions

The paradigm shift in electronics towards more mobile andermultimedia devices
has generated a number of design challenges. To accompdisbduired functionality
in mobile devices the energy efficiency of operations mustase as battery power is
limited. Battery life-time is also defined by the power of thevice used in “standby”.

The evolution of more functionality for less area and poveediiven by the technol-
ogy scaling describe by Moore's LaviMpo69. However, with the advent of deep
deep submicron technology a new set of problems has appéetiedeakage currents
have increased with shrinking device length and variatlume a larger impact on the
transistor behaviour. The leakage current has grown to smcextend that leakage
power has become the most dominant factor in the power capisomof SRAMs. To
achieve low power operation for almost any systems that ;:\8&AM leakage power
is a major concern.

The analysis of effects contributing to leakage is made a@tige2.2 The resulting
formulas for subthreshold and gate leakage show the paeasnittat can be used to
reduce the leakage currents. One of the key parametersuoedhe leakage current is
the supply voltage, as it influences both the subthreshaldgate leakage. Theér of
the transistors and gate length are other parameter thaedéf subthreshold leakage
current.

Section2.4 discusses the possible implementation of the reductidmigqaes in the
specific environment of an SRAM. This leads to the introductif dual supply SRAMs
(DSSRAM). In a DSSRAM a secondary supply voltage is introduced eeithrough
means of a virtual supply rail, a virtual ground rail or a candtion of both. Through
the DIBL effect the leakage currents will be reduced withdowrain-source voltages.
This lower supply voltage is applied to cells that are noivadbut just retaining data.
As the cells in this drowsy mode are isolated from the bidindisturbing the stored
data becomes less likely. Due to the reduced leakage clanehthe lowered supply
voltage, power savings up to 95% are possible in the SRAMngattix for technolo-
gies with a high DIBL coefficient. This thesis followed thetlpaf reducing the supply
voltage on the non-accessed cells.

The dual supply system can be applied in several grandsyithe largest being the
whole SRAM, the smallest consisting of just a single datadwdhis granularity has an
influence on power savings, delay and control overhead. €guanular architectures

99



100 5.1 GENERAL CONCLUSIONS

such as whole memories or banks of a memory have the sinyaicitontrol, but suffer
from drawbacks in wake-up delay and wake-up power. Waking whole memory
to retrieve a single word has a large dynamic and passivaygmast. While at first
sight the finest granular structure might be the hardest mdrabh we solved this issue
by distributing the last stage of the decoder into the md@re0%. Combining the
X and Y-signals locally before the word achieves severakelisnwith a small area
overhead. Firstly, only the word that is needed is woken ufh & small power and
delay penalty. Secondly, it creates a hierarchical woed§itructure that reduces the
capacitance on the global wordline. This results in a rednaif the dynamic power
needed to drive this full-swing line, and the leakage fromwordline buffers, which
can be scaled down. Lastly, it solves one of the timing prolslassociated with drowsy
bits. As their supply voltage is reduced, the cells becomeemasceptible to external
influences, especially in the read case. An access trangist@d on fully before the
cells have reached their nominal supply, compromises thredtdata. By having the
last stage of the decoder distributed and controlling thegoswitches, the last stage
of the wordline buffer can also be localised and connectetigovirtual supply rails.
This ensures the driving voltage of access transistorestaé same way as the supply
voltage of the cells waking up.

Using this fine granular system makes it possible to maxipéseer savings and min-
imise wake up delays. However, reducing the supply voltagthe cell in a retention
State comes at a cost.

The key defining feature of SRAMSs is retaining the stored dataectly. Dual supply
systems that lower the voltage across the cells not beirigagedt, compromise this
ability. To be able to evaluate the ability of an SRAM to ratés data, two bit in-
tegrity parameters, SNM and the N-curve, where introducespectively by $ee8T
and Wan03 . Section3.2discussed these parameters and their extension to hold con-
ditions. SNMh is the extension of SNM under hold conditiond as such purely based
on voltages. The alternative parameters SINMh, SVNMh and\8rare derived from
the N-curve. SINMh is the most complementary to SNMh as iviges information
on the current, where SVNMh only provides another measusedan the crossing
voltage of the butterfly curve. For ease of use SNMh has bdameal for the rest of
the thesis as it performs adequately.

With SNMh it is possible to qualify the ability of an SRAM totegn data under low-
ered supply voltage. At design time, see also sec@i@®.] this can be used to find
the minimal supply voltage at which a cell is able to retaandéata, the DRV. To com-
pensate for PVT variations however extra margins have taakernt on this value to
have sufficient yield. When no feedback from the system is tlisdneans the worst
case corner has to be used to calculate the DRV. For mosthdgewill by definition
not be the most power efficient option as only a very small miipof dies will be in
those conditions.

Alternatively, every die can be screened at test time usie@iST. This approach has
the benefit that the sleep supply voltage can be tuned on a die basis to compensate
for both inter and intra die process variations. Howevenetidependent variations
such as temperature or voltage can not be compensated. gdiisr@sult in margins
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that have to be taken into account to allow the reliable tedarof data. Changes in
transistor parameters due to ageing can be compensateduoyirey the BIST loops
with certain intervals, such as system reboots.

To be able to compensate for process and time dependentimasideedback from
the system is needed on a die-to-die basis in real-time. i$cethid a monitor circuit

is needed to be able to evaluate the bit integrity. This noordan then be used in a
regulation system that adjust the sleep supply as needadhtamtee reliable retention
of the data. The canary approach presented in se@ti®d.2and first published by
[Cal04 and [Wan073, is such a monitor system. By skewing SRAM cells so they fail
before the core matrix cells, failures to retain data can éteated before the data is
lost. By organising such cells in a banks with different DRE<ontinuous spectrum
of failure voltages can be obtained that allow a trade-offvieen reliable storage and
power.

However, skewing cells inherently changes the behaviouhefcells towards envi-
ronmental changes. To be able to qualify the effects of P\leben the core cells,
monitor cells are needed that characterise the core callgately. The approach pre-
sented in sectioB.3.4.3accomplished this. Cells identical in almost all aspects, b
they electrical or layout, are rigged to allow measuremdrhe actual SNMh value.
The only differences with the core cells being that the imiémnodes are connect to
the outside world and to other cells. The parallelism creageluces the influence of
mismatch on the monitor cells while the DC characterista®ly change.

Measurement of the SNMh on the monitor setup can be accdmeplis) several ways.
Section3.4discusses two approaches. An analog example implememntattba digital
solution are presented. The analog implementation is ajeettin favour of the digital
implementation due to the stringent requirements on théograuilding blocks that
would be needed. The digital implementation with its altjonic flow in figure3.24,
has the benefit of relaxing the requirements on the anal@gy(3id.4.4 and to be able
to run on spare cycles of a nearby processor.

By using the monitor setup described in sect8d.4.3and the measurement algorithm
of section3.4, the optimal point of the sleep supply voltage can be found the
retention guaranteed.

To prove this concept a dual port dual supply SRAM was desigmel fabricated in a
commercial 90nm technology and measured.

By using a 10T-dual port single ended cell, energy savingse/bnabled. The precharge
voltage on the bitlines could be lowered to reduce bitlirekége. The four cell core
transistors could be designed to reduce leakage furthet@ahdve less variation in
SNMh. This in turn enabled the sleep supply to be further fegevithout compro-
mising on data integrity. By adding the readbuffer the rammaj access transistor could
be optimised to successfully write the cell, while not mekany disturbance to the core
storage nodes during read.

The noise-margin monitor as described in sec8d4.3and implemented as #.2.3
allows the sleep supply voltage to be adjust such that thanestjSNMh can be guar-
anteed on a die-to-die basis. By connecting several cedithay the spread on the
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measured monitor SNMh could be reduced to have an accurasumefor the most
expected SNMh value of the core cells. To guarantee datatietea small extra mar-
gin must be taken into account to compensate for the spretiee @NMh on the core
cells.

The timing and control circuitry as described in sect.6 using dummy word
columns and a continuous time comparator enable to tracladjust the control sig-
nals in function of the access address and variations. Theucolumn matches best
with the actual access word, creating a better timing smtutihan standard worst case
design. This reduces the energy consumption on the bithsethe sense-amplifiers
will be triggered once the comparator senses a sufficiefardiice has been generated
on the dummy bitlines. This minimises the margins on the esemsplifier activation
and the effective swing on the bitlines.

The on-chip measurement setup based on “freezing” latclragated the need to
have a high speed interface to the outside world. The measumeresolution attained
by the measurement system is 150ps.

The dies have been measured in the laboratory. The acces®tigns is attained in
its nominal settings a measured in secthB.3 In low matrix leakage settings the
access time is increased 205ns with an extra leakage reduction of 33% compared
to the nominal settings. The system can be put in a pure retestate by turning of
periphery circuits, this reduced the leakage power consiampvith 65% compared to
the nominal case. The active power consumption resultslsarba found in tabld.5.
For the narrow 32bit port the average active energy per adsel6pJ of.5pJ/bit. For
the wide 256bit port the average active energy per acces$pd @r0.09pJ/bit. The
difference can be mainly found in the precharge energy. &mesnbers confirm the
possibility to save energy on the system level by accessiagrtemory on the wide
port when more than one 32bit word of data is needed.

The monitor and regulation system was also successfullysared, and predicted the
minimum retention voltage of 200mV correctly.

As a general conclusion this thesis presents a system amketessary background
to create an SRAM where leakage currents can be minimiselé wharanteeing data
retention. The presented DPDSSRAM is also the first pubiigee08 dual supply
SRAM that incorporates the measurement of the data retepacameter SNMh and
the generation of the secondary sleep voltage on chip.

5.2 Future work

As noted before the power savings from the reduction in suppltage for the sleepy
part of the SRAM are highly dependent on the availability @hefficient DC-DC

conversion. The research to create such a converter wasvhowet the subject of
this thesis. The challenge in the design of a highly efficcamiverter for a dual supply
SRAM is twofold. The first obstacle is the full integration thfe converter on chip
without a huge area overhead. The second obstacle wouleéetiversion efficiency,
the power consumption of the DC-DC converter should be gigié compared to the
SRAM. If the comparator could be used not just for the SRAM &lgb for other IP
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blocks, this efficiency requirement could be mitigated. Tesign of such a system-
on-chip would be the next logical step in research with thésts.

The developed prototype already touched on the asymmeiriesa of memories as a
way to reduce the energy consumption of applications. Tlhiewiccess provides a
significant reduction in active energy per bit compared t@sad narrow accesses. The
optimisation of the different widths towards applicatidnsurther reduce the energy
consumption would be a research subject on a higher alistidetel. The regulation
system for the sleepy supply in this thesis can also servesdhendary function of
a knob to tune the execution speed versus power and retyabilhis illustrated the
need to again design with awareness across the abstraetiels.| With the projected
increase in variability this way of working will only gain iimportance as circuit de-
signers need to be aware of technological and architectignalopments. This will
require the research and development of new design metbgidsl

The reduction of leakage currents will only continue to giovimportance as mobile
applications get more and more proliferated. The reduatibtihe supply voltage for
non-accessed cells in the matrix as presented in this tbasise further extended. The
active supply can also be lowered to further reduce botlhr@etnd leakage power. The
development of weak-inversion logic and memories prontisesit power figures dra-
matically. However variability and susceptibility to neisurrently make these systems
to be unreliable in operation. Developing the methodolsgaechitectures and circuits
to reliably operate in the weak-inversion region will prdeia challenge and, possibly,
a great reward in power reduction. Reducing the power copsiomto such low level
will be the key enabler to the true ubiquitous presence ofsenetworks and mobile
applications.
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Matlab Implementation of the SRAM Power Model

MATLAB code

cellstruct=[[32 1];[32 1]];
wor dst ruct =coupl edi v(di vi der (nbw) ) ;

for ind=1:1ength(Vsl eep2)
cl ear goodresults;
goodresul ts{1}=[inf inf inf];
cl ear nom nal good;
nom nal good{1}=[inf inf inf];
Vsl eepa=Vsl eep2(i nd);
%/act =Vsl eep2(i nd); %dded for po
%/s| eepa=Vact ;
k1=1;
for k=1:1ength(cellstruct)
for |bis=1:1ength(wordstruct)
xl=cel | struct (k, 1);
x2=wordstruct (| bis, 1);
yl=cel I struct (K, 2);
y2=wor dstruct (| bi s, 2);
%ontrol section;
nbcontrol | ed rows=nbcontrol | ed_rowsi;

i f((x1xx2«xdincell/(ylxy2+ydi ncell)>nmaxaspect)...
|| ((yl*y2+ydi ntel | / (x1xxdi ncel | *x2) >maxaspect)))

cost =i nf;
noni nal cost =i nf;
el se

%ut line or colum activation control where
% here are nost.
% his only depends on wordmatri x organi sation
%all bits of a word nust be activated at the
% sane tine)
if (x2 >y2)

nbcontrol | ed= x2;

nbuncontrol =y2;
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Csuppl y=nbbi t s* Csuppl ycel | ;
el se
nbcont rol | ed=y2;
nbuncont r ol =x2;
Csuppl y=nbbi t s* Csuppl ycel | ;
end;
%suppose control per word
nbsl eepcel | s=nbbi t s*(nbw 1) ;
nbact | eakcel | s=0;
nbact cel | s=nbbi ts;
% aki ng wordlines over shortest distance on

Yratri x.

%°r esumi ng interconnect cap to be 3/4 of total
%average cell |oad

% switching the supplies |ines uses act power
% -> Csupply

if (x1xx2«xdintell >ylxydintellxy2)
Cef f =Cl oad*y2+ (1+(yl1l-1)*3/4);
% Csuppl y=Csuppl ycel | xylxy2;
el se
Cef f =Cl oad*x2+* (1+(x1-1)*3/ 4);
% Csuppl y=Csuppl ycel | *x1*x2;
end;
% wor st case supply swi tching :
% every access different wordline
nonact pow=nbact cel | sxPact ( Cef f, Vact, Vswi ng, freq)
+ decodercost ([[x1 y1];[x2 y2]], Vact,freq);
nonm eakpow=nbact | eakcel I s. ..
* Pl eaka( Vact, Vact, Vprech, et a, gamma, n, Vit , t ech)
+nbsl eepcel I s. ..
*P| eaks(Vact, Vact, Vprech, et a, ganma, n, Vt, tech);

act pow=nbact cel | sxPact (Cef f, Vact, Vswi ng, freq). ..
+r eadpct/ 100 Pact (Csuppl vy, Vact, . ..
Vact - Vsl eepa, freq). ..
+decodercost ([[x1 y1];[x2 y2]], Vact,freq);...
% +writepct/100xPact ( Cef f, Vsl eepa, Vsl eepa, . ..
% freq)

| eakpow=r eadpct / 100+ nbact | eakcel I s. ..
* Pl eaka( Vact, Vsl eepa, Vprech, et a,
gamma, n, Vt , tech) + ...
(nbsl eepcel | s+nbact | eakcel | sxwri tepct/100)
* Pl eaks(Vact, Vsl eepa, Vprech, eta, . ..
ganmg, n, Vt , tech);
cost =act powtl eakpow,
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nom nal cost =nbact cel | sxPact ( Cef f, Vact, Vswi ng, freq)
+nbact | eakcel I s. ..
* Pl eaka( Vact , Vact, Vprech, et a, ganmg, n, Vt, tech). ..
+nbsl eepcel I s. . .
* Pl eaks(Vact, Vact, Vprech, et a, ganma, n, Vt, tech). ..
+decodercost ([[x1 y1];[x2 y2]], Vact,freq);
dec=decodercost ([ [x1 y1];[x2 y2]], Vact,freq);
end;
if (not(cost==inf))
nom nal good{ k1}=[k | bi s nomi nal cost];
nonmact good{ k1}=[k | bi s nonmact pow ;
nom eakgood{kl}=[k | bis nom eakpow ;
act good{k1}=[k | bis actpow];
| eakgood{k1}=[k | bis | eakpow;
goodresul ts{kl}=[k | bis cost];
decoder{k1}=[k | bis dec];
kl=k1+1;
end;
end;
end;
power use=i nf;
nonpows=i nf ;
opt i ndex=1;
opti ndex2=1;
for k2=1:1ength(goodresults)
if (goodresults{k2}(1,3) < poweruse)
power use=goodr esul t s{k2} (1, 3);
opt i ndex=k2;
end;
i f (nom nal good{k2}(1,3) < nompow)
nonpow=nom nal good{ k2} (1, 3);
opt i ndex2=k2;
end;
end;
xopt 1(i nd, nbwl oop) =
cel I struct (goodresul ts{optindex}(1,1),1);
xopt 2(i nd, nbwl oop) =
wor dst ruct (goodr esul t s{optindex}(1,2),1);
yopt 1(i nd, nbwl oop) =
cel I struct (goodresul ts{optindex}(1,1),2);
yopt 2(i nd, nbwl oop) =
wor dstruct (goodr esul t s{optindex} (1, 2), 2);
resul ts(ind, nbwl oop) =
goodr esul t s{opti ndex} (1, 3);
nonr esul t s(i nd, nbw oop) =
nom nal good{ opti ndex2} (1, 3);



108 A. MATLAB IMPLEMENTATION OF THE SRAM POWER MODEL

nonact r es(i nd, nbwl oop) =
nonmact good{ opt i ndex2} (1, 3);
nom eakr es(i nd, nbw oop) =
nom eakgood{ opti ndex2} (1, 3);
actres(ind, nbw oop) =
act good{opti ndex} (1, 3);
| eakres(ind, nbwl oop) =
| eakgood{opti ndex} (1, 3);
decres(ind, nbw oop) =
decoder {opti ndex} (1, 3);
end;

newi ndex=(nbw st art nbwor ds)/nbcontrol |l ed_rows1+1;
possi bl eSavi ng( newi ndex) =

(mn(nonresults)-mn(results))/

m n(nonresul ts)*100;

t npact =

nonmact res(fi nd(nonresul ts==m n(nonresults(:, nbw oop))));
pl ot nomact ( newi ndex) =t npact (1, 1) ;
cl ear tnpact;
t npl eak=

nom eakres(fi nd(nonresul ts==ni n(nonresults(:,nbw oop))));
pl ot nom eak( newi ndex) =t npl eak(1, 1);
cl ear tnpleak;
t npact =

actres(find(results==nmn(results(:,nbw oop))));
pl ot adact (newi ndex) =t npact (1, 1);
t npl eak=

| eakres(find(results==nmin(results(:,nbw oop))));
pl ot adl eak( newi ndex) =t npl eak(1, 1);
p2( newi ndex) =m n(resul ts(:, nbw oop));
non{ newi ndex) =m n(nonresul ts(:, nbw oop));
tmp=find(results==m n(results(:,nbw oop)));
xopt b1( newi ndex)=xopt 1(tnp(1,1));
xopt b2(newi ndex) =xopt 2(tmp(1, 1));
yopt b1(newi ndex) =yopt 1(tmp(1, 1));
yopt b2( newi ndex) =yopt 2(tnp(1, 1));
nbw=nbw+nbcontrol | ed rowsl1;



Clock cycle accurate monitor model in MATLAB

MATLAB code

whi | e((not (eq(SNM ntern, SNMextern))) &&( x<(supply/2))...

&&(not (eq(suppl ymen( 1), suppl ymen(3)))))
| oopcount =nod( | oopcount +1, 3) +1

whi | e( (abs(snmnt np-snnt npmax) >st opcri t) &&( x<suppl y/ 2) ..

&&( snnt npmax<SNvext ern) | | eq( | oop, 0));
i f (snntnp>snnt nprax)
snnt npnax=snnt mp
XIMBX=X;
end
if (eq(breakloop, 1))
sprintf(’loop break’)
br eak;
end
| oop=1;
X=X+i nc;
i nc;
y=i nterp2(invy,invx,invz, supply, X);
figure(4);title(’ X evolution');hold on; grid on
plot(tinme,x,  bd);
plot(time,y, r*");
time=tine+l;
xt enpbi s=i nter p2(i nvy, i nvx,invz, supply,y);
time=tinme+l
Newx=x;
newy=y;,
whi | e ((xtenpbi s<newx))
if (xtenpbis > supply/2)
error (' xtenpbis overflow);
el sei f (xtenpbis > newx);
error(’stop crit failure');
el se
newx=newx- abs(i nc);
i f (newx<0)
newx=0;
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end;
newy=newy- abs(i nc);
i f(newy<0)
newy=0;
end;
time=time+l;
xt enpbi s=i nter p2(i nvy, i nvx,invz, supply, newy);
time=tinme+l;
end
end
snnt npol d=snnt np;
snnt Np=X- newx;
newsi gn=si gn( snnt np- snnt npmax) ;
time=tine+l;

i f(not(eq(1, newsign))&:not (eq(newsign, 0)))
sprintf(’switching sign inc after diff crossing)
time
inc=incx-1/2;
trackback=1;

X=XMax;
end
i f(eq(increset,1))
sprintf(’ mninmminc used)
br eakl oop=1,;
el seif (abs(inc)<m ninc)
i nc=si gn(inc)*m ninc;
i ncreset =1;
end
time=tine+l;
end
SNM nt er n=snnt npnax;
if(true)
sprintf(’ supply regulation signif statenment’)
i f(SNM ntern > 2*SNMext ern)
sprintf(’ halving supply’)
tinme
suppl y=suppl y/ 2;
i nc=abs(incorig);
x=x/ 4,
suppl ymem( | oopcount ) =suppl y;
el sei f (SNM ntern > SNMext ern)
sprintf(’mnus signinc SNM% vs %', ...
SNM nt ern, SNMext ern)
time
suppl y=supply - 0.01;
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end

i nc=abs(incoriag);
suppl ymem( | oopcount ) =suppl y;
el sei f (SNM ntern < SNMext ern)
sprintf(’pos sign inc SNM)
suppl y=suppl y+0. 01;
suppl ymen( | oopcount ) =suppl y;
i nc=abs(incorig);
end
br eakl oop=0;
trackback=0;
i ncreset =0;
end
ol ddi f f =0;
di ff 1=0;
di ff2=-1;
snnt npmax=0. 001
snnt np=0. 001;
| oop=0;
i nc=0. 01;
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Nederlandse Samenvatting

Inleiding

De evolutie van de mobiele telefoon van een “eenvoudigeddicze telefoon tot een
draagbaar multimedia platform is een uitstekend voorbestdde paradigma verande-
ring in de huidige elektronica. Toepassingen evolueremads meer naar een hogere
mobiliteit en grotere multimedia inhoud. Om dit te bereikereen verbetering nodig
van de energie effientie, daar batterijen maar een beperkt vermogen kunnengiev
Daarenboven is de operationele gebruikstijd van een toeskeeen belangrijk ver-
koopargument geworden. Het aantal bewerkingen op chipatagkdaan worden per
watt, moet dus stijgen.

Het belangrijkste mechanisme om deze evolutie te kunnétijistachnologische scha-
ling geweest. Dit lietimmers toe meer functionaliteit en @egere densiteit voor chips
te krijgen met een lagere productiekost. De wet van Mobted69 modelleerde deze
evolutie als een verdubbeling van de processor performamieveer elke twee jaar.
Met de komst van de deep-submicron technolégjezijn er ook nieuwe uitdagingen
voor de systeemontwerpers opgedaagd. Het verkleinen vamimienale transistor-
lengte vergroot ook het belang van de lekstromen op he&totimogenbudget. Deze
lekstromen reduceren in een belangrijk facet geworden easysteemontwerp, zeker
in het geval van mobiele toepassingen. Kleinere trangistgtes betekenen ook dat
de invloed van productievariaties aan belang toeneemt degerformantie van sys-
temen. Variabiliteit begint dus ook een belangrijke rolpelen in digitale circuits en
systemen.

Static Random Access MemorieSRAM) spelen een belangrijke rol in zowat alle mo-
derne elektronische systemen. In de meest recente en negfeshpante processorsys-
temen is reeds meer dan 50% van de chipoppervlakte ingendooeiSRAMs. SRAM
is echter ook een van de eerste bouwblokken om te lijden ateleegatieve effecten
van schaling. Het grote aantal transistoren met een klaitigtait maakt dat het ver-
mogenverbruik veroorzaakt door lekstromen groter is darabteve vermogen. Om
de gebruikte oppervlakte te beperken worden SRAM tranmgstook zo klein moge-
lijk gehouden. Dit leidt er toe dat variabilitietseffectaier het eerste de kop zullen
opsteken. SRAMs zijn ook gekozen als onderwerp van dezésthemwege de in-
vloed op het totale systeemvermogen en de verwachte nkbeitien voor alle digitaal
georénteerde systemen.

De functionele omschrijving van een SRAM zou kunnen ges@mevorden als: een
circuit dat data kan opslaan en weergeven op een door ees lbejpaalde maar wil-
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lekeurige plaats. Om aan deze functionele beschrijvingitenkn voldoen bestaat een
SRAM uit drie grote delen. De celmatrix, of kortweg matrixnale data op te slaan
onder vorm van woorden met een welbepaalde lengte. Dezéxrbastaat voor een
SRAM uit cellen die de data bijhouden op basis van een pusitierugkoppellus van
twee invertoren. Deze lus zorgt voor het statisch bijhoudande data zonder de nood
om deze te hernieuwen. De sense-amplifi&s {ormen het tweede belangrijke on-
derdeel. De SAs hebben als functie om de kleine signaleoplige bitlijnen door de
cellen worden gezet te versterken tot volwaardige digigéealen. Het derde belang-
rijke onderdeel wordt gevormd door de decoders. Deze zuitraangelegde adres
vertalen naar een fysieke locatie in de matrix. De onderdedsm een SRAM worden
schematisch voorgesteld in figu@rl

adres
decoder-Y
matrix
0 I
()
©
o) woord
[&]
()
©
sense—amplifiers

data

Figuur C.1: hoog niveau overzicht van de belangrijke oneleml in een
SRAM

Uiteraard zijn er nog andere onderdelen aan een SRAM: dagigontrole, het schrijf-
circuit en het circuit om de bitlijnen op te laden.

Het doel van deze thesis is om een besparing op het lekverm@geSRAMSs te re-
aliseren. Zoals zal blijken uit de volgende sediespeelt de voedingspanning een
belangrijke rol in de lekstroom. Dit verband zal dan ook gétirworden om de lek-
stroom te minimaliseren. Om de performantie van de geagleeds cellen op pijl te
houden, zullen deze op een hoge spanning gebracht wordemieBgeadresseerde
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cellen zullen op een lagere spanning gebracht worden ons érealwvare te sluimeren
tot ze gewekt worden.

Het verlagen van de voedingsspanning voor de slapendendeiagt echter ook een
nieuw probleem mee. Een lager voedingsspanning betekenagere ruismarge. De
vraag rijst dus: hoever mag de voedingsspanning zakkerdabde date verloren gaat.
Deze vraag zal beantwoord worden in se@ie

Voorgestelde oplossing werdengy@lueerd in een ontwerp dat besproken zal worden
in sectieC

Lekstroomreductie in SRAMs

De lekstroom in SRAMs kan teruggebracht worden tot tweaagds: de subthreshold-
lekstroom en de gate-lekstroom. De subthreshold-lekstrizode stroom die door de
transistor van drain naar source vloeit als de transistetagft. De gate-lekstroom is de
stroom die door de gate loopt omwille van kwantummechawigohneleffecten. De
recente ontwikkeling van high-[Mis07] reduceert echter de invloed van de gate-lek.

De subthreshold-lekstroom wordt benvioed door een aafftalten waarvan enkel de
belangrijkste hier worden weergegeven. Vooreerst is endeéd van de bulk-source
spanning. Door hier een negatieve spanning aan te leggeit dereffectieve thres-
holdspanning/r verhoogd. Dit zal de lek reduceren en wordt gemodelleerddaet
parametery. Dit effect neemt echter af met elke nieuwe technologie geezoals
gellustreerd in figuuiC.2 De subthreshold-lekstroom wordt ook benvioed door de
spanning over de drain-source van de transistor. Dit efiegekend onder de naam
drain induced barrier lowerindX|BL) en wordt gemodelleerd met de parameteDit
effect neemt toe met elke kleinere technologie generatie de afstand tussen drain
en source afneemt. De derde grote invloed op de subthresaittoom is de tempe-
ratuur.

De formuleC.1verweeft al deze effecten op de subthreshold-lekstroom.

—Vro —v-VBs +1n-Vps
n"/th

) (1—exp(—2%))  (C.1)

Lier, =Io - exp(

W,
I = poCos 7o (Vin) e (C2)

eff

met
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%107 NMOS backgate bias leak influence
2.6 \ \ \

Leak current (A)

0.8 : :
-09 -08 -07 -06 -05 -04 -03 -02 -01 0
backgate bias (V)

Figuur C.2: Subthreshold lekstroom als functie van de lmakrce spanning
in verschillende technologéa voor een NMOS met minimale afmetingen

Lo - mobiliteit

C,, : gate oxide capaciteit

Wes : effectieve breedte

Let : effectieve lengte

I, : total subthreshold lekstroom
Vo : transistor threshold spanning
~  : gelineariseerde bulk &dficient
Vgs : Bulk-source spanning

n : DIBL coéfficiént

Vpgs @ drain source spanning

Vin @ thermische spanning

Zowel de subthreshold-lekstroom als de gate-lekstroongd&rarexponentieel af van
de voedingsspanning in een SRAM, daar deze zowel de spanpinig gate als de
spanning over de transistoren bepaald. De voedingsspaimiius een waardevolle
ontwerpparameter om de lekstroom te benvloeden. Dit heediathleiding gegeven tot
het ontwikkelen van “drowsy cachesIg02.

In deze drowsy caches of dubbele-voedingsgeheugens wdeddpt geactiveerde cel-
len op een lage voedingsspanning gehouden zodanig datsimlek geminimaliseerd
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wordt maar de data bewaard blijft. De mogelijke vermogenctié die zo kan bekomen
worden is afhankelijk van een aantal factoren: de technelagtorn, de granulariteit
van de gecontroleerde sectie. De hoogste reductie kan Ib&l@den met de fijnste
granulariteit. In het kader van dit werk werd de oplossing defijnste granulariteit,
namelijk een enkel woord, gepubliceerd ®&de0%. Dit zorgt voor de minste overhead
in reactivatie, daar de capaciteit van de voedingslijn eischakeld wordt minimaal is.
Ook is de reductie maximaal daar enkel de benodigde celtemuni sluimertoestand
gewekt worden. Het schema in figuGr3 toont de controle overhead die lokaal per
woord is gentegreerd. De recombinatie van de X en Y signaletieudecoder lokaal
voor het woord, levert een eenvoudige manier om de contiibte noeren zonder een
hoge kost in oppervlakte. Daarenboven laat deze fijne gasiteit toe om enkel de be-
nodigde bitlijnen te laten ontladen, wat een actieve verenbgsparing kan opleveren.

Vact

Vsleep

-

Veell

Celll Cell2 Cell...

o >0

Figuur C.3: Schema op woordniveau van de oplossing met dadigranu-
lariteit [Gee0%

Een reductie van de voedingsspanninggerg¢ een situatie waarin de ruismarges voor
de bewaring van de data onder druk komen te staan. Dit zéhdékjk de ondergrens
vormen van hoever de voedingsspanning kan zakken. De \adgsectie zal hierop
een antwoord formuleren.

Dataretentie in SRAMs

Om de dataretentie te kunnnen kwantificeren is een maat nDdignaat die gebruikt
wordt in dit werk is genspireerd op de door Seevin8e¢87 gentroduceerde Static
Noise Margin 8\M). De Static Noise Margin under hol@&{Mh) wordt op dezelfde
manier afgeleid maar met de cellen in niet-geadresseeedéaiod. De SNM en SNMh
criteria zijn minimax criteria. SNMh wordt gedefinieerd &lst minimum van de maxi-
male vierkanten die in een vlindercurve kunnen geplaatstiam FiguurC.4 geeft
een vlindercurve weer van een SRAM cell met een voeddingssépg van 200mV en
600mV.

In het kader van de variabiliteit is niet alleen de waarde ioch nodig maar ook een
modellering voor het statisch gedrag om het aantal faleetlercte kunnen bepalen.
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0.6 Vdd=600mV ,
05 1
0.4 ,
e
N
=03y SNMh igh ]
0.2k 1
Vdd=200mV
01 1
0 . ‘ :
0 0.1 0.2 0.3 04 05 0.6
nl (V)

Figuur C.4: vlindercurves van de cel in bewaartoestand metaiding van
de twee lokale extrema voor een voedingsspanning van 200mdo@emV

FiguurC.5geeft een voorbeeld verdeling weer voor een cel in 90nm. Baivih een
minimax-criterium is, kan het model afgeleid worden in ftiawan de verdeling voor
SNMhigh en SNMlow. Deze twee verdelingen kunnen getrouvcheyen worden
door gaussische normaalverdelingen. De resulterendeuferim weergegeven in for-
mule C.3. Dit model zal toelaten om de veiligheidsmarges te bepatesisedus danig
de ondergrens van de lage matrixvoeding.

1 T — [p (33_#1)2
= erfc -ex —_—
fsnmh Nor: (ﬁ‘ﬂz) P( 207
1 T — [ (l'_ﬂh)Q
erfc exXp| —————
* 2V27 ( V20, ) p( 20}
3 1 T — T — [p T — L T — lbh
F =—+-|erf f —erf -erf
san= 05 (o () <o () -+t () = (i)

met
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Figuur C.5: voorbeeld van een SNMh distributie van een SRA&Nic 90nm
op 600mV voedingsspanning

1 - verwachte waarde uit de SNMHp distributie van een enkele cell
- verwachte waarde uit de SNMj, distributie van een enkele cell
o, . standard deviatie van de SNMh distributie van een enkele cell
oy, : standard deviatie van de SNM distributie van een enkele cell

Om de dataretentie te kunnen garanderen onder een verlaagdig zijn er verschil-
lende opties. Deze kunnen opgedeeld worden in twee groepgmo de offline en
online technieken.

Het ontwerp voor het slechtst mogelijke geval en de kalibrijdens de testfase zijn
offline technieken. Vanuit het ontwerp voor het slechtst aligie ontwerp is het mo-
gelijk de ondergrens voor de dataretentiespanning te baskdoor het oplossen van
de stroomvergelijkingen in de cel. De resulterende ophaskan geschreven worden
als een iteratieve oplossing zoals weergegeven in fornikenC.5.

Het startpuntD RV, kan bekomen worden door de startbenadefifhg= 0 enV; =
Vdd. Om een voedingsspanning te bekomen die voldoende gagesit voor het
succesvol bijhouden van de data moeten de procesparangetensikt worden die
overeenstemmen met het slechtst mogelijke geval. Aangeeee spanning voor alle
dies dezelfde is, houdt dit een verspilling van energie ie.bBkomen voedingsspan-
ning moet namelijk voldoende marge bevatten. Deze margehieevoor het me-
rendeel van de dies een overschatting van de effectief aageveegradatie van de
cel-karakteristieken.
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D —
DRV =DRV; + [‘;1+( f 2V2) ”1 (C.4)
with
kKT/q Loy A (A A
DRV, = | (g 4 Dol ot =] €9
ny  +mng 243 \ "2 (7' +nyt)

KT At As —DRV;
Ty Ay nakT/q

kT Ay —DRV;
Vo =DRV; — = . 2%,
? Vg 4 & (nng/q)

met

DRV : minimum data retentie spanning
W, . breedte van transistor i

L;  :lengte van transistor i

Vr @ threshold spanning van transistor i
n; : subtreshold helling

Iy : technologie constante

kT /q : thermische spanning (25mv@300K)

Een meer optimale besparing kan bekomen worden door opesengiar het mogelijk
is de voedingsspanning verder te verlagen. Door karakténg van de dies tijdens
de testfase kan de exacte minimale dataretentiespannkognie® worden. Om ech-
ter tijdsafhankelijke variaties op te vangen zoals temipeireof veroudering moet een
extra marge in acht genomen worden die weerom een bron isrvard@ energiever-
bruik. Zeer trage variaties zoals veroudering zouden esmiinog opgevangen kunnen
worden door het regelmatig laten lopen van de Built-In-Sel$t module en te herka-
libreren.

Om echter de variaties die tijdsafhankelijk en verschillan die tot die op te vangen
is een online monitoring nodig van de die en het SRAM systdeeze monitor moet
identiek reageren aan de cellen die in de matrix gebruiktieniten overstaan van va-
riaties in proces, temperatuur, voedingsspanning en ari@safhankelijke invioeden.

Een monitor is echter niet perfect en als dusdanig ook omdéglaan variaties. Dit
heeft invloed op de effectieve faalkans van de SRAM. De kamhslk cellen voldoen
aan een minimale SNMh (SNM}) na kalibratie aan de hand van een monitor kan
geschreven worden als formu®6. Onder de veronderstelling dat alle cellen een iden-
tieke maar statistisch onafhankelijke verdeling voor SNiMtbben, kan de opbrengst
voor de matrix geschreven worden als form@e. De variatie op de monitor is dus
van cruciaal belang voor de opbrengst van de SRAM.
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PmatrixWerkt :P[vl S matrIX: SNMhZ > SNMh‘nm‘SNMhnon}

—P[Vi € matrix: SNMh; > SNMhuin] - P[SNMhior] (C.6)
Proattiwerkt = / (1= CDF (SNMhyin))" - Pron(a)da (C.7)

met

SNMh; : SNMh van de cel i

SNMhyin : minimale vereiste SNMh

SNMhnon : SNMh gemeten op de monitor

CDF(z) : cumulatieve dichtheidsfunctie voor een enkelvoudige cel
N : aantal cellen in de matrix

De oplossing op basis van “kanarie” cellen zoals gepublitee[Wan07a Cal04 is
een mogelijke implementatie van een online monitoringuiirc Hierin worden een
aantal banken van cellen geplaatst die met opzet een arfdiehtere”, lay-out en
circuitontwerp hebben. Het opzet is om deze cellen te latkamtbij een voedingsspan-
ningsreductie. Dit leidt echter tot een suboptimale besgan lekstroom. De kanarie
cellen hebben een andere omgeving en zijn anders ontwoRjezullen dus ook an-
ders reageren op veranderingen in de omgeving dan de caliéa matrix. Dit leidt
weerom tot het introduceren van een extra marge om de viééibian de monitor ten
overstaan van de matrix cellen te compenseren

De oplossing die in dit werk wordt voorgesteld, omzeilt deeperkingen. Door mo-
nitorcellen te gebruiken die identiek zijn in elektrischreamgenoeg in lay-out aspecten
aan de effectieve cellen van de matrix, kunnen deze in dexggplaatst worden. Dit
heeft het voordeel dat de monitorcellen en de datacellealidiezomgeving hebben en
identiek reageren op veranderingen. Door de monitorcatigarallel te schakelen zo-
als gellustreerd in figuu€.6, kan de variatie op de opgemeten SNMh waarde beperkt
worden. De variatie zal verminderen met de vierkantswosel het aantal cellen dat

in parallel geschakeld wordBEer51].

Deze monitor zal toestaan om enkel nog die marge in acht tenae nodig is voor
de variatie van de SNMh waarde van de cellen binnen de mabbze marge kan
afgeleid worden via het opgestelde model en wordt gellastran figuurC.7.

Om de SNMh van de monitor op te meten is er gekozen voor eetalgiginplementatie
van het meetalgoritme. Het algoritme zoals voorgesteldgauii C.8 bestaat uit drie
grote delen. In een eerste deel zal een waarde op de vlindé&tkestiek bepaald
worden en het tegenoverliggende punt op de 45 lijn. De alstassen deze twee
punten is een eerste kandidaat voor SNMh waarde. Daarnarzabégend paar punten
bepaald worden totdat via een binair zoekalgoritme het démede afstand en dus de
SNMh bepaalt is. Deze SNMh kan dan vergelijken worden mepdelegde minimale
waarde en zal toelaten om de voedingsspanning aan te passen.
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Figuur C.6: monitor organisatie

Failure rate for a 64kbit matrix versus safetymargin and number of monitor cells
T = T

N
o,

matrix failure rate
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Figuur C.7: Faalkans in functie van de veiligheidsmarge
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v 1o
Initialise Snmtmpmax := Snmtmp > snmtmpmax
variables snmtmp
Xmax:=x 24
1 25
Register pointer SNMint <> SNMex] Return supply
+1 x<supply/2
Modulo 3 < stored(1) <>stored(3)
23
Xi=x+Hne
Reset variables
3 —
* 21
y=inv(x)
supply:=
supply++
4 I | store
+ 20
X'=inv(y)
5 18
In SNMint:
6 Sign(inc) *minine | X-xtmp
+ 15 16
X"":=x""-lincl
wl Y=y -lincl
»
7
8
g
snmtmp:=x-x"" Newsign:= no
sign(snmtmp -
> snmtmpmax)

Figuur C.8: Digitale implementatie flowchart
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Integratie
specificatie

Om de in dit werk voorgesteld oplossingen te valideren werd @8RAM chip ontwor-
pen in een commeréle 90nm technologie. De SRAM heeft een grootte van 64Kibit
met twee toegangspoorten met een asymmetrische woordenesed32bit en 256 bit.
De toegang tot de data moet verzorgd worden in een enkeleydhls. De toegangs-
frequentie voor het laag vermogen domein ligt typisch ro@@NdHz of lager.

Om de overhead aan actief vermogen te verkleinen indier giatahoeveelheden op-
gehaald moeten worden, wordt gebruikt gemaakt van de 256&ite toegangspoort.
Dit zal een besparing opbrengen ten overstaan van meeréeitex®orden op te halen.

Dit vereist dat de datacel toegankelijk is via twee onafletijke poorten.

bouwblokken

BLN
Vddcell BLW

WLWN WLWW
M1b
M3a Mia M3b
WLRN — WLRW
— | ma | M
—\;4/7
Vo M2b

M5b

M5a
Vss

Figuur C.9: Circuitschema van de 10T cel met dubbele toegang

De cel die in dit werk gebruikt wordt, is schematisch weegyem in figuuiC.9. De cel
bestaat uit tien transistoren die twee enkelvoudige poantglementeren. De transis-
toren M1 en M2 vormen de kern van de cel om de data op te slaatrabsstoren M3
laten toe de data in de cel te schrijven, hetzij via de smalleW/N) of via de brede
kant (WLWW). De transistoren M4, M5 vormen een leeshuffer. Dad@implemen-
tatie van deze leesbuffer kan de cel gevrijwaard worden ealegienererende invioed
van de bitlijnen op de opgeslagen data. Dit laat toe om detdegrsistoren M1 en M2
te schalen voor een optimale SNMh. De resulterende tramsadtnetingen worden
gegeven in tabeC.1

Om de tweede en lage voedingsspanning te genereren wordiilgefemaakt van een
lokale serie regulator op het niveau van een woord. De tstéorszal geregeld worden
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Transistor| Lengte (nm)| Breedte (nm)|

Ml,, 120 360
M2, 160 240
M3,y 80 360
MAg, 80 240
M5, 80 240

Tabel C.1: Transistor afmetingen voor de 10T DPSRAM cel

via de biasspanning om de juiste voedingsspanning te kulewveren. FiguurC.10
geeft de theoretisch mogelijke besparing weer die zo kawesznlijkt worden.

n N w w P
o a1 o a1 o
T T T T T
L L L L L

relative power saving(%)

[
o
T
I

10 b

0 L L L L L L L
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Sleep supply voltage (V)

&

Figuur C.10: Mogelijke vermogenbesparing met een segedetor als func-
tie van de voedingsspanning voor de cel

Figuur C.11 geeft schematisch de organisatie aan op het niveau van eend.wDit
niveau is teven de fijnste granulariteit die kan gebruiktdeor om de toegang en slui-
merende status te controleren. De vermogensschakelaaite ogllen op de nominale
voeding te brengen, worden lokaal gestuurd door de decdgtealen voor een lees- of
schrijfoperatie.

Om de laagst mogelijke voedingsspanning zonder dataseali® te kunnen leggen
werd ook de monitorcellen gentegreerd. Hierbij moet welmeld worden dat het
meetalgoritme niet gemplementeerd is op chip maar off-shfpvarematig draait. De
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) vdd
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{ Celll ™ Cell32

Xnarr rit Vss. [ [

widewrite

Figuur C.11: Fijnste granulaire woordstructuur met gergegie serie regu-
lator

monitorcellen werden georganiseerd in 5 banken van 25&bigelijkmatig verspreid
werden over de matrix.

De decoders werden opgebouwd uit een statische standaa@SQivedecoder en een
dynamische postdecoder. De dynamische postdecoder zamatgesteld in figuu€.12
heeft het voordeel enkel de interne nodes te ontladen bijiegractivatie en als dusda-
nig een besparing op te leveren in actief vermogen voor dedliptouffers [Nam9§.

Fc F’recr
ir% irEY

Prech
abd

ir% in2)

Prech|

S R O A R Y

Figuur C.12: dynamisch decodercircuit zoals gebruikt inpdstdecoder
[Nam9g

De sense-amplifiers bestaan uit een invertor gebaseecotentestt een differentieel paar
zoals voorgesteld in figuu€.13 De offsetspanning van deze SA wordt gedomineerd
door het ingangspaar en bepaalt de benodigde spannings\adg bitljnen om een
correcte uitlezing van de data te kunnen garanderen.

De timing en controle van de signalen spelen een belangnjkéiet overzicht van de
timing van de signalen is gegeven in figuorl4 De pijltjes in deze figuur geven de
oorzakelijke verbanden aan tussen de verschillende sigrralals gemplementeerd.

Om het activeren van de sense-amplifiers correct te lateaugeb is een continue-
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L s

}Eef
SA_A%

Figuur C.13: Schema van de latch type sense-amplifier mietreliftieel in-
gangspaar

Vss

tijdscomparator gemplementeerliB2]. Deze comparator zal op een dummy bitlijn
waarvan de cellen een gekende inhoud hebben de spanniraysuaten. Wanneer
de spanning op de bitlijn voldoende gezakt is om een betrawsvhitlezing op de
sense-amplifiers te geven, zal de comparator omslaan. Bétisignaal om de sense-
amplifiers te activeren. De comparator wordt weergegevdiguur C.15met de bij-
horende afmetingen in tab€l2

Om de timing en de toegangstijden voor de SRAM te kunnen ogmeerd gebruik
gemaakt van een gentegreerd meetsysteem. Dit systeem epebisis van “bevrie-
zende” latches. Een keten van deze latches wordt voldoamdpdemaakt om een
voldoende groot tijdsinterval te kunnen opmeten. Dezénkdstaan transparant tot het
eindsignaal ze bevriest. De positie van de signalen in dbéatlaat dan toe om een
tijdsmeting te doen, daar elke latch een vertraging heefioregeveer 150ps.

FiguurC.16toont een chipfoto van de resulterende afgebonden die. Dedige core
opperviakte bedraagt 7@én op 700um.
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Figuur C.14: overzicht van de controlesequentie
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Bitline Comp_ref

act |[ M1

Figuur C.15: Continue-tijdscomparator

transistor | breedte (hm)| lengte (nm)

M1 600 400
M2a,b 12000 400
M3a,b 600 400
M4a,b 600 80
M5a,b 1200 400
M6a,b 900 400
M7a,b 720 80
M8a,b 720 80

M10 720 80
M11 720 80
M12 720 80

Tabel C.2: Transistor afmetingen zoals gebruikt in de caatpa

CHaovassves,

h : e Y-decoder
i = SA_wide
Control_wide —lag = _
™ -
e e X-decoder_wide
- : -
X-decoder_narrow ’( atix +—gu 1iMing column narrow

- I 8x32x256 «

Timing column Wide/ b
o ™
: * + Control_narrow
’ SA narrow
Caaddddodva

Figuur C.16: chipfoto van de resulterende afgebonden die
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meetresultaten

De lekstroom reductie voor de SRAM werd opgemeten voor Viltsade gereduceer-

de voedingsspanningen zoals weergegeven in figuli7. De ondergrens van deze
spanning werd bepaald door het falen van de dataretentie végdlingsspanning ho-
ger dan 606mV is omwille van het spanningsverlies in de segelator niet haalbaar.

TabelC.3 geeft ook de vastgestelde toegangstijd weer in functie eavoddingsspan-

ning op de sluimerende cellen.

800

750
650

Matrix Leakage Current (LA)

550

500 i i i i i i i i i
150 200 250 300 350 400 450 500 550 600 650
Matrix Supply Voltage (V)

Figuur C.17: matrix lekstroom als functie van de voedingsspng van de
sluimerende cellen

mode | matrix sluimerspanning toegangstijd[ matrix lekstroom
nominaal 606mV 2ns 750uA
lage lekstroom 200 mv 2.5ns 500:A

Tabel C.3: De toegangstijd en lekstroom van de SRAM in de wygezatio-
nele modi

De meetresultaten voor de actieve energie worden weergegevtabelC.4. Deze data
werd bekomen door het gebruik van een checkerboard (100010patroon voor de
data. Hieruit blijkt duidelijk dat een enkele toegang naar 256bit woord minder kost
per bit dan het uitlezen van meerdere 32bit woorden.

Het geheugen kan dus werkzaam zijn in 3 modi. De nominale sjagaarin de data
bewaard wordt op een spanning van 600mV met een toegangatij@ns. Een lage
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toegangspoort| periferie | precharge| totaal | totaal/bit
(pJ) (pJ) (pJ) (pJ)

narrow (32 bit) 13 3 16 0.5

wide(256 bit) 15 9 24 0.09

Tabel C.4: gemiddelde actieve energie per operatie

lekstroom modus, waarin de data bewaard wordt op de miniugdlige voedingsspan-
ning 200mV met een toegangstijd van 2,5ns. Als laatste kkmog de zuivere retentie
modus beschouwd worden. Hierin wordt de periferie van deirafigeschakeld, waar-
door deze geen bijdrage meer kan leveren aan het totale germ®e cellen worden
dan ook alle op de laagste veilige voedingsspanning gebrictieze modus wordt de
data wel bewaard maar kan er geen toegang plaatsvindenrzeaide de periferie te
heractiveren. Deze heractivatie neemt echter meer danlekcyklus in beslag.

Tussen de nominale modus en de lage lekstroom modus is eparingsvan 33% in

lekstroom bereikt met een kost in toegangstijd van 25%. Bentee modus reduceert
de totale lekstroom nog verder maar heeft als nadeel hebereikbaar zijn van de
data in een enkele cyclus.

algemeen besluit
conclusie

Om het vermogenverbruik van een volledig systeem te reduderhet nodig om het
vermogen van SRAMs te reduceren daar deze een belangrijkude®ken van de

hedendaagse systemen. De bijdrage van de lekstromen aglolbee verbruik neemt
toe met elke nieuwe technologie generatie. Het is dan oalaaliom deze lekstromen
te minimaliseren.

De techniek die in dit werk wordt voorgesteld om dit te beegikverkt op basis van het
DIBL-effect. Door de voedingsspanning te verlagen op deenalie niet geactiveerd
zijn kan de lekstroombijdrage van de matrix gereduceerdlesr De fijne granulariteit
[Gee0% waarvan in dit werk gebruikt gemaakt wordt laat toe om detcmea over de
activatie van cellen te reduceren tot de kleinste releveeitdeid: een enkel woord. Dit
zorgt voor een minimalisatie aan lekstroom, daar een madimantal cellen op een
gereduceerde voedingsspanning blijft staan. Het extrayeverbruik om de cellen uit
hun sluimertoestand te halen wordt op deze manier ook geraliseerd.

om de data integriteit te kunnen garanderen is in dit werkesykmonitoring oplossing
uitgewerkt. Deze monitor in samenwerking met het ontwillkealgoritme (Gee0T
staat toe om de integriteit van de opgeslagen data te eealuddit laat toe om de
voedingsspanning voor de sluimerende cellen maximaatigceren en tevens de data
integriteit te waarborgen. De ondergrens voor een betraugvbpslag werd vastge-
steld op 200mV met behulp van dit algoritme voor het ontwesmplementeerd in een
commercéle 90nm technologie.
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Deze implementatie toont ook aan dat een grote woordleragtipeen lagere energie
kost heeft dan het uitlezen van meerdere kleine woordenetméval van de imple-
mentatie in dit werk heeft de 256bit toegang een kost vandd/e#, terwijl dit voor de
32bit toegang 0.5pJ/bit bedraagt. De bemerking dient vienwel gemaakt te worden
dat de mogelijke woordbreedte beperkt wordt door een afygalche implementatie
beperkingen, zoals de maximale aspectratio en de mogeiijldm brede woorden op
systeemniveau te verwerkeG¢e08.

In dit werk werd een systeem en de nodige achtergrond geypisese om een SRAM te
creéren waarin de lekstromen geminimaliseerd kunnen worddewvems de data inte-
griteit kan gegarandeerd worden. De implementatie van d&MERiet asymmetrische
breedte in toegangspoorten illustreert ook de bespariagtief energieverbruik per bit
die kan gerealiseerd worden door bredere datawoorden teigeh.

uitbreidingen naar de toekomst

Het gebruik van een regelaar in serie zorgt voor een bepgikienergiereductie. Een
DC-DC convertor met een hoge effititie kan hier een extra vermogenbesparing be-
tekenen. Het ontwikkelen van deze DC-DC convertor is detedwgische uitbreiding
van dit werk. De uitdaging bestaat hier uit twee grote deleam eerste, de oppervlakte
gebruikt door een volledig gentegreerde DC-DC convertay geen te grote overhead
betekenen voor het volledige systeem. Ten tweede, hetuiktbrschakelvermogen
van deze DC-DC convertor mag ook het vermogen van de SRAMowetheersen.
Indien een dergelijk DC-DC convertor gebruikt kan wordeoandere bouwblokken
van het systeem kan een deel van deze specificatie verlicbewo

Een tweede uitbreiding voor dit werk, is de verdere studie da toegang met asym-
metrische woordbreedte voor SRAMs. De interactie van de I8Réet de rest van
het systeem is hierbij cruciaal. Hiervoor is het nodig beweaszijn van de invioed
van bouwblokken doorheen de abstractie niveaus. Dit inZahleiden tot nieuwe
methodologién voor het energie-effiénte ontwerp van elektronische systemen.

De reductie van de voedingsspanning, niet alleen omwilkedeareductie in lekstroom,
kan nog verder onderzocht worden. Het belang van mobielkcafips neemt enkel
maar toe. Een reductie van de voedingsspanning ook voortaeeadelen van een
systeem kan het vermogenverbruik nog verder terugdringlen.ontwerp van metho-
dologieen, architecturen en systemen die erin slagen om dit op @éssuladare manier
te realiseren biedt een grote uitdaging en mogelijk grote@pgsten.
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