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ABSTRACT

The performance dichotomy between wired and wireless networks
for the Internet of Things primarily arises from the inherent com-
plexity and inefficiency of networking abstractions such as routing,
medium access control and store-and-forward packet switching.
This paper aims to enable a new class of latency-sensitive applica-
tions by breaking all three of these abstractions to deliver a per-
formance envelope that resembles that of a wired bus in terms of
deterministic latency and throughput. The essence of this approach
is a novel networking paradigm for optical wireless communication,
referred to as a symbol-synchronous bus, wherein a mesh of nodes
concurrently transmit LED-based signals. This paper realises the
paradigm within a platform called Zero-Wire and evaluates it on
a 25-node testbed under laboratory conditions. Key end-to-end per-
formance measurements on this physical prototype include 19 kbps
of contention-agnostic goodput, interface-level latency under 1ms
for two-byte frames across four hops, jitter on the order of 10s
of µs, and a base reliability of 99%. These first results indicate a
bright future for the under-explored area of optical wireless mesh
networks in delivering ubiquitous connectivity through a simple
and low-cost physical layer.
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1 INTRODUCTION

Attaining wire-like performance has long been a goal of wire-
less networking research. Indeed, successful wireless technologies
for the Internet of Things (IoT) are being marketed as achieving
“wire-like reliability” [92], promising to replace costly and hard-to-
maintain wired industrial networks with a drop-in wireless solu-
tion [28]. These successes build on years of research into link-layer,
Medium Access Control (MAC) and routing strategies, resulting
in a set of industry standards that use wireless mesh networks as
a platform for embedded sensing and actuation (e.g. 6TiSCH [87],
ISA100.11a [69], WirelessHART [78]).

Despite these advances, key challenges must be answered if
wireless networks are to truly replace their wired counterparts. In
particular, wireless sensor meshes’ reliance on store-and-forward
routing and Time Division Multiple Access (TDMA) makes end-
to-end latency, i.e. the time it takes for a frame to be transmitted
from a sending to a receiving interface across the network, far
larger and much more variable than for wired industrial control
networks such as CAN [47, 79]. Since reducing latency and jitter
is a key consideration in the design and operation of the latter
type of network [58, 88], the applicability of wireless meshes in
latency-sensitive or event-driven scenarios, such as real-time con-
trol loops [64, 93], delay-sensitive actuation [22] and robotics [21],
remains limited [47]. Merely eliminating routing or TDMA does not
suffice to close the performance gap between wired and wireless:
contention-based star topologies, also found in wide area networks
such as LoRaWAN [9], may avoid some of the difficulties of time-
synchronised meshing, but fall even further short of addressing
those demanding application scenarios, since their large interfer-
ence domains cause poor link utilisation and indeterministic perfor-
mance [8, 48]. Aspiring to overcome these limitations, researchers
have explored systems that break conventional MAC and routing
abstraction layers through, for example, synchronous transmis-
sion [100]. Still, none of these approaches match the performance
of even the simplest wired networks, where e.g. I2C communicates
short frames at < 1ms of contention-agnostic latency [51].

If wireless networks are to one day support the variety of embed-
ded applications that still depend on wires, innovative solutions will
be needed. This paper proposes one such solution, the essence of
which is to eliminate store-and-forward packet switching and to re-
place it with a novel networking paradigm, the symbol-synchronous
bus, which makes a wireless mesh network behave like a single
wire. In such buses, nodes do not wait for the complete reception
of a link-layer data frame, or even a symbol, before re-broadcasting
it to their neighbours. In pursuit of this vision, we introduce the
Zero-Wire platform, which is a hardware and software prototype
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of a symbol-synchronous bus that uses Optical Wireless Communi-
cation (OWC), i.e. free-space signaling between commonly available
light sources and photodetectors. OWC is a natural medium on
which to implement the proposed approach due to the abundance
of largely unregulated bandwidth in the optical part of the electro-
magnetic spectrum, its remarkable interference characteristics [70],
and the simplicity with which OWC platforms expose the entire
network stack for research [35]. While the physical and link-layer
aspects of OWC have been studied extensively [65], research to
enable end-to-end connectivity across dense multi-hop deploy-
ments is at a very early stage [17]. Still, such meshing may help
mitigate considerable drawbacks of optical wireless [59], namely
its line-of-sight requirements and range limitations [65]. This pa-
per introduces a novel and empirically verified approach towards
multi-hop OWC, which we believe to be particularly promising
for fine-grained real-time instrumentation of hard-to-reach indus-
trial environments (cf. [43, 54]), especially in application scenarios
where radio links are undesirable, prohibited or impossible [17, 36].

Empirical results on a 25-node testbed confirm Zero-Wire’s
suitability for low-latency deterministic networking. Key end-to-
end measurements include 19 kbps of flow-independent goodput,
deterministic latency under 1ms for two-byte frames, 99% base
reliability, and priority-based contention resolution with zero delay.
The remainder of this paper explains in more detail how symbol-
synchronous buses and Zero-Wire achieve these results. Section 2
provides the necessary background on store-and-forward IoT net-
working, wired buses and OWC. Next, Section 3 discusses how
some of the introduced concepts combine to explain the opera-
tion of a symbol-synchronous bus, and it identifies the key chal-
lenges in implementing the new paradigm. Section 4 discusses
how Zero-Wire’s design addresses these challenges, while Sec-
tion 5 describes the physical implementation of a node prototype.
Section 6 evaluates Zero-Wire’s performance under laboratory
conditions, and Section 7 reviews related work. Section 8 con-
cludes the paper and elaborates on future research opportuni-
ties. To encourage such further efforts, we make the source ma-
terials for the Zero-Wire platform publicly available on https:
//github.com/jonathanoostvogels/zero-wire-public.

2 BACKGROUND

This section provides the background information that is required
to understand the design of Zero-Wire. This includes the draw-
backs of store-and-forward packet switching for the IoT, attractive
features found in wired buses, and a review of the fundamental
differences between optical and radio communication. These issues
are discussed in Section 2.1 to 2.3 respectively.

2.1 Store-and-forward packet switching

Current IoT networking technologies struggle to support low-latency
applications, particularly in dense network topologies. TDMAmesh
networks over IEEE 802.15.4 radios, for example, introduce 100s
to 1000s of milliseconds of latency and 10s of milliseconds of jit-
ter in typical configurations [47], yet control loops for e.g. tactile
feedback or robotics require deterministic end-to-end delays of
under 1ms [77]. Similarly, end-to-end and single-link throughput
measures in duty-cycled sensor networks differ by roughly an or-
der of magnitude, unless a specific multi-hop path is optimised for
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Figure 1: Wired buses can exploit dominant (1) and reces-

sive (0) logic levels, as well as channel sensing, to non-

destructively resolve contention.

during a period of time corresponding to many packet transmis-
sions (cf. [6, 30]). While the performance characteristics of certain
traffic flows can be improved by favouring them over others in
e.g. 6TiSCH’s scheduling function [19], by manipulating timeslot
duration [10], by setting up explicit end-to-end connections [72],
or by adjusting node duty cycles [16], the resulting monopolisation
of network-wide resources is hard to reconcile with applications
involving bursty, dynamic, in-network, any-to-(m)any or event-
driven traffic flows [29, 30, 40, 61]: configuration changes must
happen before they are needed and cannot simultaneously favour
all traffic patterns over all others. Low-latency wireless is often
also subject to considerable protocol and hardware limitations: 15.4
timeslot duration at 2.4 GHz cannot drop below 0.96ms, of which
radio turnaround time — the 0.192 ms it takes to switch between
transmit and receive mode — makes up a considerable fraction [10].

Striving for IoT networks that better suit latency-sensitive in-
network applications, researchers have investigated Synchronous
Transmission (ST) [100]. ST protocols referred to as primitives [44]
do not prevent nodes from interfering with each other’s transmis-
sions, but aim to correctly decode frames in spite of concurrent
channel access by synchronising transmitters that send a series
of link-layer anycasts. Primitives then realise an application-level
goal without prescribing the hop-by-hop traffic flows that imple-
ment it. Glossy [33], a seminal example, enables an initiator node
to broadcast a 15.4 frame through a mesh network. Nodes that
receive the frame repeat it while synchronising their transmissions
down to 0.5 µs. Such synchronisation allows nodes to correctly
decode concurrently transmitted frames with high probability due
to a variety of modulation-specific mechanisms that are commonly
misinterpreted as constructive interference [55, 94]. The process
repeats until it is assumed to have flooded the entire network.

ST enables end-to-end communication at a few milliseconds of
latency [33] and a significantly higher sustained throughput than
TDMA-based multi-hop networks [25–27]. However, ST remains a
store-and-forward solution: nodes receive and decode all physical-
layer symbols in a link-layer frame before transmitting themselves.
Latency bounds are therefore heavily impacted by network diam-
eter, frame length, and the repetition of preambles and headers
(0.352ms per repetition) [33]. When multiple initiators are present
or multiple packets need to be sent, ST nodes should also prevent
distinct traffic flows from interfering. Combined with ST primitives’
lack of global knowledge, this consideration reintroduces the need
for MAC and centrally coordinated scheduling (cf. [32]).

2.2 Bus networks

Wired buses are conceptually much simpler than wireless networks:
the former connect all nodes through a single, shared set of wires.
These wires provide fast and deterministic half-duplex links that
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Figure 2: Symbol-synchronous transmissions mimic the

time behaviour and global consistency of wired buses, while

store-and-forward systems do not.

are isolated from their environment and offer all nodes a consis-
tent view of the network: any signal written to the bus effectively
reaches all nodes instantaneously (i.e. after a propagation delay that
is small relative to the symbol duration [18]). As all nodes on the
bus see all traffic, they can refrain from interfering with ongoing
transmissions and may sense the channel to detect collisions while
transmitting (i.e. apply CSMA/CD [84]). In some buses, the latter
mechanism enables priority-based arbitration [18], which exploits
the dominance of some logic levels over others to non-destructively
resolve channel contention (cf. Figure 1): if multiple nodes transmit
concurrently, nodes suppress low-priority traffic before it corrupts
a high-priority frame [18, 51]. This results in perfect network utili-
sation for those buses: the network’s performance is independent of
the number of nodes, their density or the required traffic patterns.

The simplicity, performance and determinism of wired buses has
made them a popular communication interface for both resource-
constrained electronic peripherals (SPI, I2C, 1-Wire [11, 51]) and
real-time industrial control (fieldbuses such as Profibus and CAN [31,
90]). Considering performance and functionality, contemporary
wireless buses do not fully live up to their name due to their re-
liance on an additional orthogonal channel per connected node,
TDMA or wired control lines (cf. [32, 52, 62]). Moreover, compelling
features offered by wired buses (arbitration, global consistency,
CSMA/CD, flow-independent performance) are commonly believed
to be impractical or infeasible in a wireless context [95].
2.3 Optical wireless communication

Although (visible) light has been used as a communication medium
since antiquity [73], and lasers have found occasional use as point-
to-point free-space links [39, 84], the recent surge in research in-
terest towards optical wireless networking owes its existence to
the proliferation of LED-based lighting [65, 83]: the intensity of
cheap off-the-shelf LEDs can be modulated at tens of megahertz
of bandwidth to wirelessly transmit data [65]. At the receiver side,
photodetectors (i.e. phototransistors and -diodes) recover the data
by converting the intensity level of ambient light into an electric
current. Such intensity modulation with direct detection (IM/DD) [65]
differs from conventional radio-based modulation, since it embeds
information in the power envelope of a signal, rather than in the
low-level properties of the underlying electromagnetic waves, such
as their phase, amplitude, or frequency. This difference affects the
way in which concurrent signals interfere. Intuitively, if two LEDs
are modulated to transmit the same signal at the same time, the in-
tensity of the light as seen by a detector is roughly twice that of one

LED. Doing the same thing with two radios does not double the am-
plitude of the transmitted electromagnetic wave, since phenomena
outside the control of any single transmitter obscure the resulting
signal. Specifically, carrier frequency offsets between transmitters
induce beatings in the resulting signal [55], while signal-to-noise
ratios vary wildly with the receiving radio’s position due to the
location dependency of the signals’ phase offset [94]. LED-based
signals are far less susceptible to these phenomena, because LEDs
are incoherent emitters: the coherence time of the waves that make
up LED light, i.e. the period of time during which the phase of a
wave remains consistent, is on the order of 10−13 s [23], orders
of magnitude lower than the sampling interval of any reasonable
intensity detector. This means that interference between IM/DD
signals of incoherent emitters can be understood, mitigated and de-
signed for at the (de)modulation level (cf. [70]): the resulting signal
is the sum of the power envelopes of the interfering signals, and it
is not meaningfully affected by out-of-reach low-level phenomena.

Optical wireless communication also differs from radio-based
communication in its directionality. The intensity of the light emit-
ted by an LED is a rapidly decreasing function of the angle relative
to its central axis [65]. Similarly, the intensity levels perceived
by a photodetector decrease with incoming signals’ angle of inci-
dence [65]. This directionality enables full-duplex communication
on the same channel [91] as, unlike conventional radios, a node’s
emitter can be oriented away from its detector to avoid overpower-
ing transmissions from more distant nodes; however, it complicates
the design of mesh networks (cf. Section 7.4).
3 PARADIGM

3.1 A symbol-synchronous wireless bus

This paper introduces a new type of wireless mesh network, re-
ferred to as a symbol-synchronous bus, offering sub-millisecond
end-to-end latency for small frames, microseconds of jitter and
perfect priority-based network utilisation. As illustrated in Figure 2,
attaining such bus-like behaviour in a mesh network requires par-
allellising retransmissions between source and destination nodes
as much as possible, as well as avoiding MAC overhead between
possible forwarders. More precisely, in a symbol-synchronous bus,
relay nodes relay any symbol immediately after observing it, with-
out coordinating with other nodes, and without waiting to make
forwarding decisions based on the contents of the message. Pe-
ripherals, such as IoT sensors and actuators, are not required to
relay themselves, and may instead connect to a mesh of full-duplex
relays, referred to as the network’s canopy.

Other approaches towards such network-level parallellism exist
(cf. Section 7). The key innovation of the proposed type of network
lies in the way relay nodes avoid feedback loops between their
concurrent retransmissions. As illustrated in Figure 3, nodes relay
incoming symbols with a relay offset time r such that the time
offset q between a signal’s first arrival and any relayed version
perceptible to the same node is smaller than the symbol duration s .
As shown in the figure, this constraint enables nodes to distinguish
symbols that they still have to relay from symbols they have al-
ready forwarded and should not be relayed again by the same node.
The point in time s after a symbol’s first arrival thus becomes a
demarcation point between old and new data, so nodes can avoid
waiting for message identifiers or addressing information, and do
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not require multiple transmission bands. Equivalently, a sending
node maintains a symbol duration that is slightly longer than neces-
sary for a receiver to decode the symbol: in the figure, P’s value for
s leaves time for the local effects of A’s relay step to stabilise. This
constraint guarantees at least one moment during the transmis-
sion of every symbol where nodes in a one-hop neighbourhood are
symbol-synchronous: they all transmit and receive the same symbol
at the same time.

As shown in Figure 2, the result of symbol-synchronicity is vir-
tually deterministic timing behaviour similar to that of wired buses.
For both types of network, latency is determined only by the trans-
mission time of a single frame and a relatively small propagation
delay. Specifically, for a symbol-synchronous bus, end-to-end la-
tency l for an N -symbol frame is bounded by its transmission time
p = Ns , the per-hop relay offset r , and the network diameter d :
Ns ≤ l ≤ Ns + rd , where r < s and typically rd ≪ Ns , as will
be demonstrated later in this paper1. As with store-and-forward
solutions, latency increases linearly with the number of hops sep-
arating the initiator and receiver, yet every hop adds only r < s
microseconds instead of the transmission time of a full frame (i.e.
Nsd). This approach subsumes routing and medium access control
among forwarders: the entire canopy transmits concurrently, so
the bus simultaneously connects source and destination(s) through
any and all paths that exist.

As illustrated in Figure 4, in a symbol-synchronous bus, changes
from one symbol to the next move away from the node that ini-
tiated the transmission in a wave-like fashion. Nodes propagate
1These formulas do not describe scaling behaviour: as evidenced in Section 6.3, s may
increase linearly with d in the worst case.

the wave by switching from the transmission of one symbol to
to the next. The symbol-synchronicity time constraint essentially
guarantees that no node observes two such wave fronts at the same
time, thus disambiguating which symbol needs to be transmitted.
Symbol-synchronicity hence is a local concept: it considers the
signals transmitted and received by a node and its immediate neigh-
bours. An initiator is free to start transmitting the next symbol
as long as it can guarantee that doing so will not cause the new
wave front to collide with old ones. This implies that, in some cases,
a stricter time constraint is needed. Concretely, since the trans-
mission of subsequent frames may be initiated by different nodes,
the end of a frame should in general be indicated in a globally
symbol-synchronous way. In other words, to prevent wave fronts
belonging to different frames from colliding, all nodes must agree
that a frame’s transmission is over before the next one can be sent.
Analogously, if we hope to implement a symbol-synchronous bus
that provides non-destructive arbitration by having a symbol trans-
mitted by one node dominate those sent by contending transmitters,
all nodes must agree on which symbol is being transmitted before
the next one is sent (i.e. rd < s). In both cases, propagation delays
induce a maximum symbol rate B = 1/s , at which the network can
operate reliably, as is the case for wired buses [50].

3.2 Synchronous inter-signal interference

To successfully propagate and decode information, nodes must be
able to discern a single initiator’s signal among a collectively much
stronger set of slightly time-offset signals that are emitted by neigh-
bouring relay nodes. More precisely, as shown in Figures 2 and 3,
nodes that wish to relay the initiator’s signal or decode the data
that it conveys must deal with Synchronous Inter-Signal Interference
(SISI), i.e. they must recognise the initiator’s next symbol while it is
being interfered with by many more transmissions of the previous
symbol that lag behind it. Since the network in no way constrains
what forwarding paths will be used, nodes do not know how many
concurrent transmissions there are, nor their exact time offsets or
signal strengths. OWC, or intensity modulation of an incoherent
transmitter, offers a solution: since interference patterns can be
predicted reliably from the choice of symbols and their time offsets
alone (cf. Section 2.3), a modulation scheme can be designed to
help nodes infer what the initiator’s signal looks like despite their
imperfect understanding of many more interfering signals. Nodes
in a symbol-synchronous bus therefore rely on a transceiver that
is specifically designed to accomplish this task, rather than one
that treats interference as a given for a well-established modulation
technique (cf. Section 7.2) or tries to cancel it out (cf. Section 7.3).
Symbol-synchronous relaying aids this process by constraining
what symbols can be transmitted concurrently, and how far apart
they can be in time.

3.3 Challenges

Although Sections 3.1 and 3.2 describe principles according to
which a wireless mesh network can provide bus-like time behaviour,
they do not detail how nodes should implement these principles.
To build a concrete symbol-synchronous bus, nodes need to be
equipped with a transceiver that is designed to respect the symbol-
synchronicity constraint and exploit the interference characteristics
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of OWC to overcome SISI. Solving these challenges is a modulation-
specific exercise: inferring the initiator’s signal requires knowl-
edge of the specific symbols that are being used. Additionally, the
symbol-synchronous paradigm only explains how to build wire-
less networks with the timing characteristics of a wired bus. Other
convenient properties of wired networks do not carry over directly.
Wireless buses cannot trivially rely on a shared clock line, data links
free from ambient interference, or a common ground level relative
to which symbols can be decoded (cf. [51]). Similarly, the proposed
paradigm cannot exploit dominant versus recessive voltage levels
to implement non-destructive arbitration, but will have to use a
transceiver that is designed to reliably decode one specific symbol
in the presence of contending transmissions.
4 DESIGN

4.1 Overview

The Zero-Wire platform introduced in this section solves the chal-
lenges of implementing a symbol-synchronous bus (cf. Section 3.3).
We selected a simple modulation scheme based on On-Off Keying
(OOK) of LEDs, which has an extremely low barrier to entry for
resource-constrained devices. All that is required for a node to
transmit data through the network is to blink an LED within recep-
tion range of the canopy at an arbitrary but fixed modulation speed.
Many other IM/DD modulation schemes have been proposed [65],
and exploring their performance trade-offs in symbol-synchronous
networks is a target of our future work.

Figure 4 illustrates Zero-Wire’s operation. When an initiator
turns its LED on or off, that event quickly propagates through the
network as nodes react by changing the state of their LEDs at slight
time offsets. Nodes follow and decode the state of the initiator’s
LED, without being disturbed by concurrent transmissions by other
nodes, and without any knowledge of network structure or node
identity. The key difficulty with this method of operation is pre-
venting false positive detection of symbols. Failing to do so causes
spurious symbols to propagate unchecked across the network, since
nodes cannot wait until they have verified a frame before retrans-
mitting it, as would be done for store-and-forward networks. The
following sections detail the design of a transceiver that solves this
problem and implements wire-like features and performance by
exploiting the principles outlined in the previous section.

4.2 Transceiver logic

Figure 5 provides a schematic overview of the design ofZero-Wire’s
transceiver. The transceiver implements a real-time control loop
that repeatedly updates a set of interconnected state machines in
sequence while interfacing with a photodetector, LED(s) and an
external processor. The LEDs allow for the modulation of data, the
photodetector enables its demodulation by sampling the intensity
level of ambient light, and the state machines process the samples
to recover data. The transceiver reads frames to be sent from — and
writes frames that were successfully received to — a set of buffers
that can also be accessed by the external processor. The control
loop interval i is fixed: every i microseconds, a node samples the
ambient light level exactly once and performs all processing steps
associated with the new sample. If i is sufficiently small, this ap-
proach helps to guarantee that nodes recognise and start relaying
a new symbol at small and predictable time offset r . To preserve
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Figure 5: A Zero-Wire transceiver repeatedly updates a set

of state machines in sequence to process intensity samples.

this property when communicating with the external processor,
the transceiver reads and writes at most one bit per control loop
iteration to each of the data buffers.

The transceiver’s design parametrises s in terms of the number
of samples per symbol and minimises r . For a sufficiently large s ,
the symbol-synchronicity time constraint is then satisfied by de-
sign. As will be demonstrated in Section 6, the maximum speed at
which the network remains operational may therefore be obtained
empirically for any given topology. An iteration of the control
loop comprises the following six steps, the details of which will be
examined by elaborating on Zero-Wire’s edge detection logic (Sec-
tion 4.3), frame structure (Section 4.4), and arbitration mechanism
(Section 4.5).
I. The transceiver samples a photodetector, retrieving a number
that represents the current intensity of ambient light.
II. A first state machine reasons on a recent history of samples
to detect edges, i.e. one or more neighbouring nodes that change
the state of their LED(s) in response to the initiator’s signal. The
state machine outputs what it believes to be the current state of the
initiator’s LED (on or off).
III. A second state machine decides whether the transceiver’s own
LED(s) should be on or off during the next i microseconds. That
decision considers the output of the first state machine and the
presence of data to be sent in the downstream buffer. If arbitration
requires a node to suppress its ongoing transmission, this state
machine informs the external processor of that event.
IV. The control loop drives the transceiver LED(s) on or off, based
on the decision made in the previous step.
V. A third state machine keeps track of the time (i.e. the number of
loop iterations) between recent edges and, leveraging Zero-Wire’s
frame structure, recovers transmitted data.
VI. The control loop decides whether the current loop iteration
marks the end of a (valid) frame to be passed to the external pro-
cessor. That decision also helps infer correct parameter setting for
the edge detection logic described in Section 4.3.

4.3 Edge detection

Zero-Wire nodes must detect one or more of their neighbours
toggling their LED(s). Relative to point-to-point OOK, symbol-
synchronous buses face two additional challenges in doing so. First,
the size of modulation-induced intensity changes is hard to predict.
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Figure 6: An initiator that toggles its LED(s) induces arte-

facts in the signal observed by neighbouring nodes.

Any number of neighbours may have preceded a node in toggling
their LED(s) between two samples. The magnitude of a signal is
then determined by all neighbours, whereas the detection of an
initiator’s next symbol depends on a signal that is only emitted by
some. Secondly, the high-pass filters incorporated by OWC plat-
forms [12, 35, 98] to remove low-frequency interference caused by
external light sources are implemented in hardware to preserve a
high dynamic range of reception circuitry [98]. As will be shown in
Section 6, a symbol-synchronous bus’s modulation rate is not easily
fixed at design time, complicating design that targets a specific
symbol duration. A Zero-Wire transceiver therefore accounts for
the fact that symbols may be deformed by a filter’s response, rather
than depending on filters designed to minimise such deformations.
A signal trace recorded on Zero-Wire’s hardware platform (cf. Sec-
tion 5) illustrates both phenomena: Figure 6 shows the effect of an
initiator switching the state of its LED(s) on the signal observed in a
clique of five relay nodes. The onset of the next symbol is obscured
by the filter’s response to the previous symbol; an initiator’s edge
does not result in consistent zero crossing of high-frequency signal
components (cf. “A” in the figure), nor does it lead to fixed-size
intensity changes (“B”).

Figure 6 also reveals, however, that initiators that toggle their
LED(s) consistently introduce an artefact in the response of the
filter as the signal’s shape switches from convex to concave or
vice versa. If Ik indicates the intensity level k samples ago, and д
the number of samples since the latest edge, Zero-Wire therefore
detects edges by checking whether:

|I1 − I0 | > |I2 − I1 | + ∆ ∧ д >
s

i
− 2.

The first inequality is satisfied on convexity/concavity changes and
examines the signal’s second derivative; the second implements
symbol-synchronicity by separating artefacts caused by subsequent
relays from edges that identify a new symbol, while allowing for
clock drift (−1) and imperfect agreement on the start time of a
symbol (−1). If ∆ is set sufficiently high to protect against noise, an
IM/DD signal cannot “accidentally” satisfy the constraints: IM/DD
SISI does not create false edges by inducing beatings or destructive
interference between out-of-phase carrier waves. This approach
does not depend on the initiator’s exact signal intensity, nor on
symbol duration, nor is it particularly sensitive to filter parame-
ters: Zero-Wire only exploits the typical shape of the filter’s step
response (cf. [7]). It also imposes a minimum of six control loop
iterations per symbol: nodes observe and relay an edge (1) before
observing the response of the neighbours for which they relayed
(2), which may be just ahead of them in their control loop (3). A

node then needs two more samples (I2, I1) of the signal reverting
towards its zero level (4, 5) before it can detect the next edge (6).
As discussed in Section 6, this scheme thus makes control loop
processing time and the resulting number of samples per unit of
time the limiting factor for Zero-Wire’s bus speed.

4.4 Frame structure

Figure 6 illustrates the idiosyncrasies of Zero-Wire’s frame struc-
ture on a physical and logical level. In symbol-synchronous buses,
nodes must begin decoding and relaying a signal before its first
symbol completes. This implies that Zero-Wire nodes cannot wait
for the completion of an extensive preamble used to synchronise
receivers to incoming transmissions before transmitting themselves.
The platform therefore relies on the self-clocking nature of Manch-
ester encoding [84]: it encodes 0- and 1-bits as on-off and off-on
respectively, forcing an edge in the middle of every bit. Its bus
speed (data rate) b thus equals half its symbol rate B. To account
for variation in propagation paths and delays, the decoding state
machine interprets edges as if they arrived on the nearest multiple
of s relative to the last edge and subsequently resynchronises.

To allow for short messages at low latency, Zero-Wire also elim-
inates other conventional fixed-size fields from its frame structure,
i.e. those containing an error-detecting code and those indicating
frame length. Instead, the absence of an edge for 2.5s/i samples
marks the end of a transmission: Manchester encoding forces an
edge at least every 2s/i samples; edges arriving later would be in-
terpreted as if they had arrived at the wrong point in time anyway,
corrupting the message. The platform starts every frame with a
two-bit sequence (00) and terminates it with a single 0: the former
technique can be exploited to quickly suppress signals resulting
from noise-induced, wrongly timed edges and prevents transient
responses in the reception hardware from obscuring payload data;
the latter guarantees that a transceiver’s LED(s) are off at the end
of every transmission. Upon the end of a frame, the transceiver
is configured to not initiate transmissions forw microseconds. If
d is the diameter of the network determined at deployment time,
w = id ≈ rd is set such that all nodes agree that the transmission
of a frame has been completed before the next one starts, thus
enforcing inter-frame global symbol-synchronicity (cf. Section 3.1).

Zero-Wire detects frame corruption by constraining its payload
size in bits to multiples of a small integer f : messages that do not
satisfy the constraint are assumed to have been be corrupted by
spurious or missed edges. Larger values for f detect more errors,
but reduce network performance by wasting time transmitting
padded messages. For the purposes of this paper, we set f = 4.

The proposed platform leverages its frame validation scheme to
determine the edge detection threshold ∆ introduced in Section 4.3.
Frame corruption due to spurious or missed edges provides a node
with no information concerning the correctness of its parameter
setting: any other node might have set ∆ inappropriately, thus cor-
rupting the signal for the bus as a whole. Nodes therefore infer ∆
by maintaining an exponentially weighted average of the values
for ϵ = |I1 − I0 | − |I2 − I1 | they observe for edges in valid frames.
We note that setting ∆ to 1/8 of this average value helps tolerate
inherent variation in observed ϵ-values without requiring division
hardware and without leading to falsely detected edges. Addition-
ally, sinceZero-Wiremust prevent false symbols from propagating



A Deterministic and Low-Latency Wireless Bus Through Symbol-Synchronous Transmission of Optical Signals SenSys ’20, November 16–19, 2020, Virtual Event, Japan

unchecked across the network, the platform is conservative about
lowering ∆: the parameter value starts from and never becomes
lower than ∆m , the smallest value that eliminates unchecked sym-
bol propagation induced by random noise. ∆m is largely determined
by the noisiness of the environment and hardware components,
so it can be found at deployment time by increasing ∆m until the
network is stable when no messages are being sent.

4.5 Arbitration

Zero-Wire initiators suppress their transmission when they notice
their signal is interfered with by a higher-priority frame seizing
control of the bus. In particular, they revert to relaying perceived
symbols when they observe edges that should not have occurred
based on the transmission they initiated. Combined with Manch-
ester encoding and symbol-synchronicity, such collision detection
has two interesting properties. First, edges only occur at the bound-
ary between two bits when they are identical. Secondly, when us-
ing Zero-Wire’s edge detection strategy, the presence of an edge
dominates its absence: initiators that observe an edge where they
did not cause one detect the presence of a contending initiator
without corrupting the bit transmitted by the latter. Zero-Wire
transceivers exploit these two characteristics to implement priority-
based arbitration. Nodes never interrupt ongoing messages and
start transmitting available data exactlyw/i control loop iterations
after the end of the previous message, synchronising contending
initiators down to roughlyw microseconds. Assuming a sufficiently
large symbol duration s as in Section 3.1, this approach enforces
a complete ordering on the set of all possible frames, yet, as with
e.g. CAN bus [31], it cannot detect the number of initiators that
are concurrently transmitting the exact same frame. Zero-Wire
leaves it to higher-level protocol designers to incorporate a unique
node identifier in frames when messages need to be associated
with a unique initiator. As illustrated in Figure 6, under this regime,
an application processor prioritises a frame by deciding on and
prefixing a priority code to the rest of the frame payload when it
passes that payload to the transceiver. The code is generated by
mapping a natural number p < 2M , which indicates the priority
level, to a string ofM bits. Frames with a higher priority level are
guaranteed to suppress those with a lower priority without being
corrupted by them. For the purposes of this paper, we fix the length
of a priority code to M = 4. The sequence of bits making up the
code (C[0], . . . , C[M − 1]) can be computed as follows:

C[j](p) =


0, if j = −1 (recursive base case), else
C[j − 1](p), if

⌊
p

2M−j−1

⌋
mod 2 = 1, else

1 −C[j − 1](p), if
⌊

p
2M−j−1

⌋
mod 2 = 0.

5 IMPLEMENTATION

Zero-Wire builds on DenseVLC’s [4, 12] hardware platform, which
provides transmitter (TX) and receiver (RX) front-ends. As shown
in Figure 7, the TX circuit toggles a high-brightness white LED
through a power transistor; the RX front-end samples a photodiode
through an amplifier chain consisting of a photodiode, a trans-
impedance amplifier (TIA), an AC-coupled amplifier that filters
incoming signals using an RC high-pass, and a seventh-order low-
pass Butterworth filter to prevent aliasing when reading the signal
through an analogue-to-digital converter (ADC) over SPI [12].

LED
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Figure 7: Overview of Zero-Wire’s hardware platform.

We implement the Zero-Wire transceiver in software using
~500 lines of C code run on an STM32G474 microcontroller [80],
which interfaces with the TX and RX circuitry through its GPIO
pins. We have also ported this implementation to the BeagleBone
Black board [1]. While both versions are interoperable and attain
the same performance levels, the experiments conducted in this
paper rely on the infrastructure provided by the BeagleBone, as
it allows for easy monitoring and control of a network of nodes
that have a convenient form factor (cf. Section 6). In particular,
the board carries a single ARM Cortex-A8 core and two real-time
coprocessors referred to as PRUs. For the purposes of this paper,
PRUs are essentially low-complexity microcontrollers that offer
single-cycle GPIO access at 200MHz [86]. Functionally equivalent
to the STM32, one of the PRUs (PRU0) therefore implements the
transceiver logic. PRU0 leverages its CYCLE register, which provides
time measurements at single-cycle (i.e. 5 ns) granularity [85], to
make the coprocessor wait for the completion of its control loop
interval i . By toggling a GPIO pin on every iteration and deter-
mining the lowest setting for i that consistently allows for timely
completion of the loop’s processing steps with a logic analyser, we
establish i = 2.5 µs. The remaining PRU (PRU1) acts as an external
processor that implements application logic. It interfaces with the
transceiver through two three-entry, 5.25 kB cyclic buffers in shared
RAM to pass data without compromising the transceiver’s real-time
behaviour, as described in Section 4. The ARM core in turn com-
municates with PRU1 using TI’s RPMSg framework [3], offering a
convenient Linux environment for logging and monitoring services.
Figure 7 shows a BeagleBone-based Zero-Wire relay node. LED
and photodiode are oriented in the same direction, with the diode
outside the field of view of the LED to prevent transmitted signals
from saturating the RX amplifier chain. This positioning allows
to deploy relay nodes such that they receive signals through their
reflection off walls and floors. Relay nodes are mains-powered: as
envisioned in Section 3.1, they form a backhaul network that relays
traffic initiated by peripherals, which do not relay themselves.

6 EVALUATION

6.1 Testbed set-up

This section evaluates Zero-Wire in terms of end-to-end network
performance. In contrast to IEEE 802.15.4 [42], large-scale OWC
testbeds that could support our evaluation remain unavailable [17].
We therefore created our own testbed of 25 Zero-Wire relay nodes
in a laboratory environment. As shown in Figure 8, the nodes are all
positioned in the same plane on a 5-by-5 grid and oriented such that
their LEDs point towards a grey painted surface, connecting them
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through their signals’ diffuse reflection. Such a planar topology,
which mimics a deployment of ceiling-mounted light bulbs that
communicate via their signals’ reflections off walls and floors, is
both practical and common in contemporary OWC research [4, 12,
57, 96]. The dimensions of the testbed, also shown in the figure, and
the relative positions of nodes within it, were chosen to enable an
examination of how the network’s performance characteristics scale
with parameters of the network topology in a controlled setting
(cf. Section 6.3). In particular, the setup makes sure the number of
columns in the grid of nodes corresponds to the network diameter.
Nodes in different columns are positioned one hop apart, so a signal
from a node in one column reaches those in neighbouring columns,
but not those farther away2. By contrast, the number of rows in the
grid corresponds to the network’s density k , since nodes in the same
column form a clique, i.e. they correctly receive each other’s signals
without requiring intermediate relays. Higher values for k thus
provide more links between nodes in neighbouring columns. We
position the testbed such that, on one side, it is exposed to a variety
of natural and artificial light sources present in our offices over the
business days during which the experiments were performed. The
three other sides are opaque and diffusely reflect optical signals.

As also shown in Figure 8, each node connects to a WiFi net-
work that provides a management back-plane to applications that
are implemented on PRU1 to collect evaluation data without dis-
turbing the symbol-synchronous bus. Concretely, the transceiver
logic embodied in PRU0 reports frame transmission and reception
to the Beaglebone’s other processors and associates a timestamp
with each of these events at an i = 2.5 µs granularity by inspect-
ing its CYCLE register [85]. An InfluxDB [2] time series database
logs these events, providing a complete history of what data was
transmitted and received by which node at a specific point in time.
6.2 Performance characteristics

Scenario. We study Zero-Wire’s performance characteristics by
replicating traffic patterns resembling those used to interact with
SPI or I2C-based peripherals. Specifically, we instruct pairs of nodes
to exchange frames in a request-reply pattern. One node sends a
frame carrying L bits of data through a Zero-Wire bus configured
to run at speed b; the receiving node replies with another frame of
length L immediately after it detects the end of the request frame.
As illustrated in Figure 9, this process then repeats, allowing for
the study of end-to-end latency, reliability and goodput. For the
purposes of this section, latency is the delay between the time at
which the request node completes its request by receiving its own

2This assumes a standard configuration of the network, i.e. 16-bit frames, frame delivery
ratio across one hop in isolation > 95%; across a distance corresponding to two hops
without intermediate relay < 0.5%; s/i = 9.

Request node

Reply node ◁   

◁  ◯ 

  ▢ 

◯ ▢ 
via relay nodes

Timespan for goodput

c d
Latency

Figure 9: Traffic pattern used for evaluation.

message from the bus and the time at which it completes receiving
the corresponding reply at the level of the transceiver. The time it
takes for PRU1 to receive the request and pass the corresponding
reply to the transceiver is on the order of a few microseconds, and
hence has negligible impact on the latency measurements reported
below. Reliability then is the proportion of reply frames correctly
received by the request node within all reply frames that were sent.
Goodput is the number of bits in valid received frames divided by
the timespan of the repeated request-reply process from the request
node’s perspective. We arbitrarily set the number of requests in
such an exchange to 10 and subsequently restart the process with a
new random pair of nodes, thus eventually collecting information
on the performance of every end-to-end path within the network.
Such variation of traffic flows does not involve network-wide re-
configuration: no node is aware when another node will transmit;
any node can decide to use the full capacity of the bus at any time
without prior or consistent resource allocation. Unless indicated
otherwise, metrics reported in this evaluation that are based on this
procedure average over all end-to-end traffic flows. All data points
for b < 25 kbps consider > 500 frames.

Latency. Figure 10 shows end-to-end latency for Zero-Wire
as a function of frame length. Latency is shown to be proportional
to the speed of the bus and the amount of data to be transmitted.
As shown in the inset, Zero-Wire thus enables sub-millisecond
latency as long as the amount of data to be transmitted is sufficiently
small relative to the speed of the bus, which in this topology allows
to communicate a 2-byte payload across a four-hop network in
one millisecond. We discuss the implications of using such small
frame sizes in Section 6.4. As shown in the figure and explained in
section 4.2, only certain discrete settings for the bus speed b are
possible, since symbol duration s = 1/(2b) can only be configured
in terms of the number of samples per symbol3.

In a Zero-Wire network, the key lower bound on latency is the
fixed time cost associated with transmitting the three start-of-frame
and end-of-frame bits (cf. Section 4.4), as evidenced by the non-zero
y-axis intercept of the lines in the figure. The rest of the latency
profile is driven by payload size only. The obtained latency num-
bers are virtually deterministic: for any given bus speed and frame
length, they vary by no more than tens of microseconds across
traffic endpoints or experimental replicates. Variance in latency
due to hop-by-hop relaying across paths of different lengths is neg-
ligible, since the main sources of such variance are propagation
delay between neighbouring nodes (r ≈ i = 2.5 µs per hop) and
differences in the positions of nodes within their control loops.

Reliability. Figure 11 illustrates Zero-Wire’s reliability profile.
For messages no longer than a few bytes and up to a bus speed of
20 kbps, the end-to-end frame delivery ratio is practically constant
at 99%, after which reliability collapses as the symbol-synchronicity
time constraint can no longer be met consistently (cf. Section 3.1).

3E.g. for s/i = 9, the bus speed is 1/(9 ∗ 2.5 ∗ 10−3 ∗ 2) ≈ 22.2 kbps.
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Figure 10: End-to-end latency.
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.Reliability primarily depends on frame length and favours short
frames: delivery ratios decrease by roughly one percentage point
when using 128-bit instead of 32-bit frames. Contention, on the
other hand, has no significant effect. When configuring two nodes
to reply to a request using a different priority code, the high-priority
frame is received as reliably as frames that are not contended with.

The maximum speed of 20 kbps corresponds to a transceiver
configuration with 10 samples per symbol. When increasing speed
and hence reducing the number of samples per symbol, we note
that Zero-Wire networks deteriorate before the limit of 6 samples
per symbol anticipated in Section 4.3. We believe this effect occurs
because interference domains are larger than communication do-
mains: short-term variance in observed intensity values for a given
symbol (i.e. ϵ in Section 4.3) results in sporadic interference from
nodes that are more than one hop away.

Variance in perceived intensity values is also the main cause of
frame loss. We observe that frames that get corrupted are typically
received as several fragments because ϵ-values are occasionally
too small to lead to successful edge detection by being indistin-
guishable from random noise. Due to the absence of a timely edge,
nodes then prematurely terminate an ongoing frame. Other failure
modes, such as spurious symbols corrupting a transmission, are
rare, since ∆ is set conservatively (cf. Section 4.4). While future
research may improve Zero-Wire’s reliability with more advanced
signal processing, these observation suggest that the relationship
between frame length and reliability is inherently stronger for a
symbol-synchronous bus than for conventional mesh networks:
nodes must decide how to interpret a symbol while that symbol is
ongoing, and cannot wait for the completion of a frame to mask
transmission errors before relaying it.

Goodput. Figure 12 details end-to-end goodput for aZero-Wire
network. Goodput increases with bus speed up to b = 20 kbps, i.e
up to the point at which the symbol-synchronicity constraint breaks
and the network stops operating reliably. When considering frame
length, goodput is subject to a trade-off: longer frames allow to
amortise the three bits of per-frame overhead4 over a larger amount
of payload data, but are also considerably more likely to be cor-
rupted. Goodput-optimal frame lengths are situated between 128
and 256 bits bits and result in a goodput of 19 kbps at a bus speed
setting of 20 kbps. In that setting, Zero-Wire thus utilises 95%
of its theoretical throughput capacity for application data. Shorter
frames enable low-latency applications, but incur a considerable

4To be precise: the time it takes to transmit the three bits, plus 1.5s to indicate the
end of a frame, plusw to enforce global symbol-synchronicity (cf. Section 4.4).

goodput penalty: when using 8-bit frames, the network attains only
63% of its throughput capacity. Larger-than-optimal frames cause
slow goodput loss, so they may be better sent as fragments.
6.3 Scaling behaviour

Scenario. We evaluate scaling behaviour by removing rows and
columns of nodes from the deployment in Figure 8. Removing a
column reduces the number of nodes in the network by five and
decreases its diameter d . Due to the parameters of our testbed,
such diameter scaling can continue until only a five-clique of nodes
remains. Density scaling, i.e. removing a row of five nodes, leaves
the network’s diameter unchanged, but decreases its density k until
only a five-node, four-hop network remains. For all ten topologies
obtained this way, we repeat the analysis from the previous section.

Results. For a given bus speed, end-to-end latency is practi-
cally unaffected by the network’s diameter or density. As discussed
in Section 6.2, such latency is, by design, virtually deterministic
and effectively independent of traffic endpoints. Topology-induced
differences in latency are hence on the same order as the granular-
ity with which our testbed infrastructure can measure latency (i.e.
2.5 µs), rendering further analysis moot.

By contrast, reliability, and therefore goodput, are substantially
affected by parameters of the network topology. Figure 13 provides
an overview of goodput5 for each of the network topologies under
consideration. When scaling the testbed’s diameter, goodput tends
to decrease as the number of nodes increases, falling from 25.4 kbps
in a five-clique to the 19 kbps observed in the previous section for a
25-node network. When scaling network density, however, goodput
increases from 16.5 kbps to 19 kbps when going from a minimally to
a maximally dense configuration. In neither scaling scenario does
the presence of contention have a considerable impact.

Scaling network diameter. Figure 14 reveals why scaling net-
work diameter decreases goodput by plotting frame delivery ratios
in function of bus speed for varying diameter d and 128-bit frames.
When increasing the number of hops in a network, the reliabil-
ity curve established in the previous section shifts to the left. The
highest bus speed setting at which the network operates reliably
thus decreases. The goodput-optimal bus speed setting hence goes
from 28.6 kbps to 20 kbps as d goes from 1 to 5, explaining most of
the goodput loss. The inset demonstrates that adding nodes to the
network also has a measurable effect on reliability that is indepen-
dent of this left shifting, introducing roughly a percentage point of
additional frame loss in our scenario.

5Optimal goodput, as in Figure 12.
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The root cause for the shifting of the reliability curve is intro-
duced in Section 3.1.When adding hops to the network, aZero-Wire
node becomes exposed to interference by other nodes whose signals
are further offset in time. To maintain symbol-synchronicity, nodes
therefore need to rely on a longer symbol duration and hence a
lower bus speed setting. In idealised circumstances, the time offset
between signals emitted by neighbouring nodes corresponds to one
control loop interval i = 2.5 µs, making the curve shift to the left
with one discrete speed setting (i.e. the minimal value for s/i for
a reliable network increases by one). As shown in the figure, this
means throughput capacity (i.e. optimal b, the point of network
collapse in terms of bus speed) decreases sublinearly with increas-
ing d , since b is inversely proportional to the number of samples
per symbol (i.e. s/i)6. In a contention-free scenario, the need to
decrease bus speed due to diameter scaling should eventually halt,
since symbol-synchronicity is a local constraint (cf. Section 3.1).
We do not yet observe this phenomenon in our four-hop testbed.

Scaling network density. Figure 15 illustrates why increasing
network density improves goodput. For varying density k , the
figure plots frame length against network utilisation, i.e. the ratio
between observed goodput and the theoretical optimal bus speed
b. For low density, Zero-Wire’s reliability decreases more rapidly
with increasing frame length. The net result is that, for k = 1 and
k = 2, the tails of goodput curves are tilted downward relative to
more dense settings. Maximum goodput is then achieved for frame
lengths of 32 and 48 bits, far smaller than the 128-256 bits observed
for sufficiently dense topologies. Network utilisation therefore tops
out at around 80% instead of 95%. The optimal bus speed setting,
used to obtain these results, varies between b = 20 kbps and b =
22.2 kbps without a clear trend. The apparent decrease in goodput
shown in Figure 13 for density scaling from 20 to 25 nodes hence
does not allow for generalised conclusions on network performance
beyond a 25-node scenario: it is the result of a variation in bus speed
(b = 22.2 to b = 20 kbps), which cannot be masked by the small
marginal increase in network utilisation from k = 4 to k = 5.

Mutiple phenomena may explain the effect of network density
on the relation between frame length and reliability. For exam-
ple, synchronous intensity modulation by multiple nodes results
in larger intensity variations than would be caused by any single
node (i.e. signals “interfere constructively”). Additionally, networks
with higher density exhibit a larger number of redundant paths: if
a node fails to detect an edge in a signal, one of its neighbouring
6Assuming the number of nodes scales as O (d2), such harmonic scaling of per-node
throughput is consistent with well-known theoretical results for conventional wireless
mesh networks [38], at the cost of prohibiting parallel traffic flows.

nodes may still detect and subsequently relay it to the former node,
which masks the initial failure since nodes tolerate some slack on
the arrival time of edges (cf. Section 4.4). Further analysis would be
required to assess the relative importance of each of these phenom-
ena. Such analysis should also examine to what extent the scaling
trends observed in this section continue beyond a 25-node network.

6.4 Discussion

Performance envelope. While Zero-Wire’s end-to-end latency
is virtually deterministic and has a lower lower bound than con-
ventional wireless mesh networks, the 99% reliability offered by
the current prototype is also considerably lower than the five nines
claimed for e.g. TSCH-based networks [28]. From a goodput per-
spective, Zero-Wire’s performance is roughly on par with radio-
based low-power wireless mesh networks that are not optimised
for a specific traffic pattern [30], while the platform, at the cost of
inhibiting co-existent traffic flows, provides a mechanism for con-
tention resolution with no latency cost. To realise these novel pos-
sibilities, Zero-Wire frames may have to be considerably smaller
than the already small frames found in current IoT networks.

The above comparisons are flawed, however. In mature network-
ing technologies, techniques such as link-layer retransmission, frag-
mentation or error correction actively trade off certain performance
metrics against others. A future protocol on top of Zero-Wire’s
low-level network architecture must explore these trade-offs, but
is beyond the scope of this paper. Analogously, some applications
may depend on more complex notions of latency and reliability
than evaluated here (e.g. they consider multiple frames [40] or
application-level queuing delay [88]). To determine the true bene-
fits of symbol-synchronous transmission, an assessment of its per-
formance advantages relative to a well-researched Glossy-like [33]
OWC primitive would also have been instructive. Unfortunately,
such a primitive does not exist to the best of our knowledge. Still,
we believe our results point towards a platform that enables wire-
less interaction with remote devices that is more reminiscent of
I2C-like buses than of conventional wireless networks.

Range. Zero-Wire, like other OWC platforms [65], is a short-
range technology: initial measurements indicate that the reliability
of the current Zero-Wire prototype breaks down rapidly beyond
2 metres of (line-of-sight) range for a single pair of nodes, and that
low bus speeds are more robust over longer distances. Quantifying
range as a single number is somewhat problematic because of its
relationship with transmission power, topology density (cf. Sec-
tion 6.3) and directionality of the optical front-end. Moreover, the
impact of a network’s diameter — and thus that of a node’s range



A Deterministic and Low-Latency Wireless Bus Through Symbol-Synchronous Transmission of Optical Signals SenSys ’20, November 16–19, 2020, Virtual Event, Japan

— on end-to-end performance (e.g. latency) may be considerably
smaller than for conventional architectures. A complete investi-
gation of Zero-Wire’s transmission range therefore requires the
design of low-power peripheral hardware and deployment scenar-
ios fine-tuned to the type of network it introduces. In this paper,
we have instead chosen to focus on exploring the merits of the
platform’s network architecture using existing hardware.

Transceiver implementation. The experiments in this sec-
tion reveal the limitations of a software-defined transceiver on a
microcontroller. Many of the phenomena that drive Zero-Wire’s
reliability and scaling behaviour are contingent on the number
of intensity samples per symbol and the time it takes to process
such a sample. With a control loop interval requiring roughly 500
single-cycle instructions at 200MHz, that processing time currently
cannot be reduced below 2.5 µs. Moreover, imperfections in the
current implementation, such as processor stalls of the PRU imple-
menting the transceiver, occasionally cause control loop iterations
to finish late and may thus artificially lower reliability. In our vision,
future versions of the Zero-Wire transceiver should therefore be
implemented as a dedicated hardware module instead of a software-
defined platform. Such an implementation would also allow for a
fairer comparison with existing radio transceivers and enable more
complex (de)modulation schemes to increase performance, since
Zero-Wire’s analogue front-end supports modulation speeds at
least an order of magnitude higher than can now be exploited [12].

Visibility. In contrast to many contemporary OWC research
efforts, this paper does not devote particular attention to issues
pertaining to the visibility of light, such as flickering [14, 65], but
focuses on architectural aspects of optical networks. If relevant,
Zero-Wire’s white LEDs and matching photodiodes provided by
the DenseVLC platform can be replaced by ones that emit/detect
light outside of the visible spectrum without further changes to the
platform. Alternatively, a Zero-Wire deployment that configures
one node to inject a steady stream of short low-priority frames
avoids flickering issues altogether: at settings for s examined in this
section, Manchester encoding guarantees > 104 pulses per second,
whereas flickering becomes inconsequential to humans at a few
hundred Hz [14].

7 RELATEDWORK

This paper cross-cuts several active research topics. This section
reviews its relation to deterministic networking, synchronous trans-
mission, cut-through forwarding, and multi-hop OWC.
7.1 Deterministic networks

Protocol stacks such as 6TiSCH [87] andWirelessHART [69, 78] sup-
port deterministic behaviour in low-power wireless mesh networks
by time-multiplexing the wireless medium and centrally scheduling
traffic flow requirements onto contention-free time slots. These
slots are grouped into tracks, which establish end-to-end paths
with latency and reliability guarantees by incorporating link and
network-layer redundancy [47]. Zero-Wire nodes explore a dia-
metrically opposed approach: they save time by using networks
as a whole instead of individual links, they resolve contention
instead of avoiding it, and they actively seize the bus instead of
using pre-established schedules. As such, they introduce additional
guarantees (latency and jitter are practically constant across traf-
fic flows), subsume traditional design considerations (e.g. routing

buffer management [34]) and enable new performance settings (i.e.
latency < 1ms for small frames at 10s of microseconds of jitter).

Zero-Wire leverages several techniques that have long been
of interest to the research community. BitMAC [74], for example,
offers contention resolution by interpreting synchronised on-off
keyed signals as a bitwise or among contending neighbours. Like-
wise, WiDom [66] implements priority-based arbitration. Due to
their reliance on radio, however, both systems suffer from interfer-
ence between concurrently transmitted signals, necessitating store-
and-forward packet switching, routing and channel allocation [66–
68, 74]. Like Zero-Wire, Zippy [81] propagates messages through a
mesh without waiting for a complete frame to be received to pro-
vide near-deterministic and low latency. The latter system depends
on an off-the-shelf OOK radio, using carrier frequency randomi-
sation to mitigate inter-signal interference. Whereas Zero-Wire
transceivers reason on a raw signal and relay symbols, Zippy nodes
therefore adapt the sequence of symbols they transmit to relay bits,
limiting throughput to 1.4 kbps. Optical buses have also been stud-
ied for more than two decades already: fibre-optic CAN serves as a
resilient control network in electromagnetically disturbed settings,
for example, near high-voltage equipment [24, 37]. Free-space opti-
cal networks may similarly function as a communication medium
in harsh industrial conditions, where e.g. hot reflective surfaces
may render radio links prohibitively unreliable [15].

7.2 Synchronous transmission

Synchronous Transmission (cf. Section 2.1) works in spite of inter-
ference between concurrently transmitted signals. Such interfer-
ence can be dealt with in several ways: Chaos [49] leverages the
FM capture effect; Glossy [33] benefits from 15.4’s direct sequence
spread spectrum technique [55]; the system in [56] profits from
energy spreading of interfering LoRa symbols by inserting small
time offsets. Zero-Wire introduces a new approach: it exploits the
interference characteristics of intensity modulation by incoherent
transmitters to eliminate store-and-forward packet switching, the
implications of which are best observed in contrast with Low-Power
Wireless Bus (LWB) [32]. LWB maintains schedules that construct a
one-to-one mapping between a network’s traffic flows and Glossy
floods. LWB therefore sits halfway between Zero-Wire and deter-
ministic 6TiSCH: it lowers latency relative to routing solutions, but
does not allow for sub-millisecond end-to-end communication of
very short frames with ad-hoc contention resolution.

In contrast toZero-Wire, ST allows to exchangemultiple frames
in parallel. Though direct comparisons are flawed due to different
deployment scenarios and underlying physical layers, several ST
primitives report considerably higher goodput than Zero-Wire,
either by exchanging information aggregated from multiple frames
(Mixer [40], Codecast [61], Chaos [49]), or by optimising for a se-
quence of frames originating from the same initiator (Splash [25],
P3 [26], Pando [27]). These high-throughput primitives enable the
quick delivery of many frames, yet the latency between any single
frame’s initial transmission and its delivery across multiple hops is
in the order of 100s of milliseconds. These raw performance mea-
surements do not paint a complete picture either: many ST systems
incorporate aspects that may yet be built on top of Zero-Wire’s
low-level architecture. Examples include low-power event-driven
wake-up [82] and explicit notions of network membership [32].
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7.3 Cut-through forwarding

Recent advances in radio-based self-interference cancellation have
enabled full-duplex radios that concurrently receive and relay on
the same band [13]. On the networking side, these radios allow for
wireless in-band cut-through forwarding, which reduces end-to-end
latency by pipelining transmission and reception along forwarders
in a routing path using amplify-and-forward or decode-and-forward
schemes [20], thus breaking store-and-forward packet switching
and avoiding MAC overhead between forwarders. The work pre-
sented in this paper differs by designing (de)modulation logic to
tolerate interference by concurrent transmitters, rather than using
an existing physical layer while trying to model and subtract such
interference from the signal to be received. A key advantage of this
paper’s approach is reduced implementation complexity and im-
proved scalability in terms of the number of concurrent forwarders:
state-of-the-art cut-through systems rely on software-defined ra-
dios and limit the number of concurrent forwarders to five, without
redundant links [20]. This limitation entails that these systems still
route and perform medium access control across different virtual
forwarders [20], i.e. groups of physical nodes, instead of imple-
menting a bus-like network. A disadvantage is that Zero-Wire’s
approach does not trivially extend to arbitrary (radio-based) modu-
lation schemes and only allows for network-wide broadcasts. Al-
ternatively, work concurrent to that presented in this paper brings
cut-through forwarding to the IoT by equipping nodes with two
15.4 radios that transmit and receive on different bands, effectively
parallellising forwarding steps in a Glossy flood [41]. Compared to
this paper, such an approach allows for larger ranges and higher
raw throughput, but suffers from reduced reliability (65-85% vs.
~99%) due to inter-band interference and incurs a higher per-hop
latency cost (~500 vs. ~2.5 µs), thus inhibiting bus-like operation.

7.4 Multi-hop optical wireless communication

The directionality of OWCaggravates the hidden node problem [45]:
relative to omnidirectional radios, senders are less likely to correctly
determine whether they should refrain from interfering with an
ongoing transmission. In demanding scenarios, OWC standards
(IEEE 802.15.7 [71]) may hence suffer from poor link-layer perfor-
mance, even though their architecture closely resembles that of well-
established radio-based technologies ([53], cf. IEEE 802.15.4 [5]).
Directional signals are also prone to blockage [45]: standing in front
of an LED completely stops its signal. Analogously, deployments
of multi-hop networks must avoid deafness [45]: nodes that form a
link should be oriented towards each other to maintain line of sight,
though reflections may somewhat relax this constraint [39, 96].
VL-MAC [45] and VL-ROUTE [46] mitigate these effects through
direction-dependent route reliability scores, link-layer handshakes,
and busy tones [89], i.e. signals that reveal the presence of a hidden
node in a link-layer neighbourhood while its transmission is on-
going. Zero-Wire takes the idea of a busy tone a step further by
propagating it through a mesh network while embedding the infor-
mation from the original transmission within it. The disadvantages
of directionality hence become less relevant: a mesh network turns
into a single, virtual, multi-directional transmitter.

Other systems, like Zero-Wire, consider directionality to be an
advantage rather than a disadvantage because it trivially allows
for full-duplex in-band communication. The cooperative relaying

models proposed in [63, 96, 97, 99] relay an incoming frame before
the end of its transmission to extend OWC range using amplify-
and-forward or decode-and-forward schemes. Unlike Zero-Wire,
however, these approaches do not generalise to arbitrary multi-hop
networks, but remain limited to single-relay [63, 99], linear [96] and
triangular topologies [97]. Concurrent relaying has been shown to
enable CSMA/CD in [57], but this system’s approach is restricted
to star topologies and uses orthogonal channels to separate original
from relayed signals. Other MAC protocols have also exploited the
unique characteristics of IM/DD through symbol-level synchroni-
sation, Manchester encoding and OOK [75, 76, 91], but with very
different goals to Zero-Wire: these systems consider off symbols
as intra-frame transmission slots to allow for link-layer full-duplex
communication, or to use a single LED as both emitter and detector.

8 CONCLUSION AND OUTLOOK

This paper introduced the symbol-synchronous bus, a paradigm for
free-space optical communication that provides end-to-end connec-
tivity across a wireless mesh network and breaks conventional ab-
stractions concerning store-and-forward packet switching, medium
access control and routing. The Zero-Wire platform implements
this paradigm; empirical results in a laboratory setting demonstrate
how a Zero-Wire mesh attains performance characteristics and
interaction patterns that, until now, have been considered impos-
sible to deliver over wireless mesh networks. In particular, a first
Zero-Wire prototype has been shown to provide deterministic
sub-millisecond end-to-end latency for two-byte frames, priority-
based contention resolution without collisions, 19 kbps of goodput,
and 99% reliability. Nodes can access the network’s resources at a
very low barrier to entry: transmitting data through the network is
as simple as blinking an LED at regular intervals.

Several research tracks identified in this paper may enable the
improvement of our initial evaluation results. As Zero-Wire cur-
rently relies on an unoptimised hardware platform, our future work
will naturally investigate performance improvements that might
be obtained with tailor-made hardware for both relay nodes and
peripherals. We also aim to characterise these platforms in terms of
evaluation criteria that are not (fully) addressed in this paper, such
as transmission range and power consumption. Future protocol
design efforts should also reconcile Zero-Wire with duty-cycled
low-power operation of peripherals, e.g. through light-based active
wake-up [60], as well as explore how to best exploit the perfor-
mance envelope unlocked by it to enable a novel class of wireless
embedded applications. In addition, these efforts should examine
what security guarantees can be offered on symbol-synchronous
buses, since their lack of store-and-forward mechanisms renders
frame-based authentication schemes ineffective.
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