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Abstract—This paper investigates the effectiveness of a
matched filter to cope with continuous wave electromagnetic dis-
turbances that are phase and amplitude modulated from wireless
systems, e.g. binary phase shift keying, quadrature amplitude
modulation. A wired communication channel between sender
and receiver that uses non-return-to-zero-level data encoding is
disturbed by those nearby wireless systems. A matched filter
is used on the wired communication channel to filter out the
additional unwanted wireless disturbance. The bit-error-rate
(BER) is calculated after filtering and decoding the received
voltages and is used as a metric to compare different kind of
disturbances and different levels of sampling frequency. The
results show that the matched filter is very effective when the
carrier frequency of the disturbance is equal to an integer
multiple of the bit frequency, and when not equal to the sampling
frequency. This sampling frequency is determined by the bit rate
of the desired signal and the oversampling factor on which the
matched filter is based. Finally, the filter gain at a bit-error-rate
of 0.1% is determined. This gain shows that an oversampling of
4 times per bit and using a matched filter already results in an
average filter gain of 10 to 15 dB.

Index Terms—EMI Risk Management,
Matched Filter, Digital Signal Processing

Bit-Error-Rate,

I. INTRODUCTION

In the last decade, a huge digital revolution has happened.
Under this revolution a lot of terms are already well known
such as Industry 4.0, Internet of Things (IoT), the new 5G net-
work, retrofitting etc. All these terms have one specific thing in
common: wireless communication. Every device has to be able
to perform smart operations, be connected to the cloud and be
able to interface with other devices. Even systems and loca-
tions where safety is of utmost importance like autonomous
robots and cars, co-bots and hospitals nowadays comprise a
huge set of sensors and wireless electronics that have to work
in a safe and safety critical manner. With the contemporary
knowledge one would think that this is an easy task, but
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the reality is misleading and disappointing. All these devices
have to work seamlessly together in an increasingly polluted
ElectroMagnetic (EM) environment, which is indeed not an
easy task. Additionally, not only the interference and coupling
mechanism (which could be (near/far-) field coupling of elec-
tromagnetic waves depending on the distance between victim
and source) of innocent wireless devices is important, but also
other types of interference such as intentional-electromagnetic
interference (IEMI), where it is the goal of disturbing a system
intentionally. This is often done in malicious practices or for
warfare purposes where hundreds or thousands of volts per
meter are used to disrupt a system. The approach of adding
a matched filter at the receiver of susceptible communication
channels could improve the BER significantly, keeping in mind
that other hardware parts are necessary to protect the physical
hardware (gates/transistors/junctions/capacitors) [1].

To create a system that is able to work perfectly in an
EM environment and that can perform safety critical opera-
tions, the fields of Electromagnetic Compatibility (EMC) and
Functional Safety (FS) have to be combined. In the literature
this has resulted in the discipline of ElectroMagnetic Interfer-
ence (EMI) Risk Management [2], [3], [4]. This EMI Risk
Management uses specific risk analysis [5] and techniques
and measures (T&M’s) to achieve EMI Resilience [6] and is
extensively described in an IET Code of Practice [7] and in
Project IEEE P1848 [8]. The T&M'’s that are used are split in
to two major sections, hardware based techniques and software
based techniques. The latter comprises of methods to detect
and/or correct fault in the safety critical systems. This can be
achieved by using Error Detection Codes (EDCs) and Error
Correction Codes (ECCs) and is already used to create EMI
Resilience [9], [10]. The hardware based techniques consist
of methods to improve the performance of communication
systems by introducing inversion [11], spatial [12], [13] and
time [14] diversity. Another method to improve the commu-
nication is by adding a matched filter to a communication
system [15].

It is well known that a matched filter performs well for
stochastic or random noise such as Additive White Gaussian
Noise (AWGN) and that it is commonly used in both wired
and wireless systems. In wireless systems different types
of matched filters are often used to correlate the incoming
waveforms with their matching signature waveforms [16] or as
a final step in a wireless receiver to down-sample and remove
inter-symbol-interference (ISI) and passband ripple [17]. Fur-
thermore, in both systems it is often used to reduce the BER
for a certain Signal-to-Noise Ratio (SNR) in normal channels
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or even Rayleigh fading multipath channels [18]. In [19], the
performance of a matched filter was investigated when exposed
to a harsh continuous wave disturbance. The results showed
that a matched filter is most effective when the frequency of
the continuous wave (CW) disturbance is an integer multiple
of the sampling frequency or when the frequency of the CW
disturbance is significantly larger than the frequency of the
transmitted signal. Of course, the EM environment does not
only consists of CW disturbances. As already stated, most of
the EM environment consist of intentional wireless communi-
cations. In this paper, the effectiveness of a matched filter is
tested against four types of digital wireless communications,
mostly used in current protocols.

This paper is organised as follows. In Section II the the-
oretical background of a matched filter is briefly explained.
Section III gives an overview of the construction of the
wired and wireless communication signals and their properties.
Section IV describes the simulation method and calculation
of the Bit-Error-Rate (BER) and Filter Gain (FG). Section V
shows the simulation results and elaborates on the effective-
ness of the matched filter when coping with the phase and
amplitude modulated disturbance signals. Finally, Section VI
draws concluding remarks.

II. THE MATCHED FILTER

In digital communication systems and digital signal pro-
cessing, a matched filter is often used to maximise the SNR
of the receiving signal. Doing so, it minimizes the BER to
get the maximum performance of the communication system.
The matched filter makes use of the property that the incoming
noise is random or stochastic and that it has an average time
domain value that is equal to zero. A common example is
AWGN, which represents thermal noise as can be found in
almost any component or system. The implementation of such
a matched filter can be done in several ways.

The first implementation method is by using the matched
filter as a linear filter, where the filter uses the signature (or
waveform) sy of the required signal (in this case the waveform
of a digital ’1’). The impulse response or transfer function h
of the filter is found by inverting the signature in time and
performing a complex conjugate (indicated with *) on s;.

him] = s1[T — m]* ey

In (1), m indicates the index of the sample in one bit. In
this paper, the number of samples per bit is 1 (no matched
filter), 4 or 8. The M samples are uniformly distributed
over the bit period, e.g. for M = 4 the bit is sampled at
t = [1/4TBIT§ 1/2TBIT§ 3/4TBIT§ TBIT]~ In Linear Time Invari-
ant systems like this, the filter is applied by performing a
convolution of the transfer function h with the received signal
x:

M—1
ylk] = Z hlk — m]z[m] = (h * z)[k]. )

m=0
In (2), = exists out of the superposition of the desired encoded

signal and the phase and amplitude shift keying disturbance.
Because of this superposition, distributivity can be applied

10 bits at 200.0MHz and 8x oversampled

Amplitude in volt
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Time in seconds %1078

Fig. 1. NRZ-L encoding of 10 bits ("0000111010’), transmitted at 200 MHz
and oversampled M = 8 times. The black dashed lines represent the decoding
thresholds.

resulting in two separate convolutions with the transfer func-
tion of the filter. Once with the desired signal and once with
solely the disturbance. The convolution with the desired signal
results in the exact bit stream, while the convolution with the
disturbance calculates in essence the average of the sampled
disturbance. Afterwards both are added up. This explains why
a matched filter is so effective for Gaussian noise, indeed
because the average is almost zero.

The second method of implementing a matched filter uses
the same reasoning, but is done by only adding and mul-
tiplying the received samples at the end of every received
bit. This results in an easier implementation in programmable
hardware, because it only uses addition and multiplication
blocks. The received disturbed sample values in one bit period
are multiplied with the signature of the matched filter, added
up and multiplied with a factor, to average the outcome.
Again, the sum of the samples results in a minimisation of
the stochastic or random noise because the average of those
types of noise is near-zero. This method is also known as the
matched correlator, the received signal is correlated with the
signature of an encoded ’1’° [15], [19].

M-1

L s1[m]a[m)] 3)

T = —
y[ BIT] Tor P

The last method is equal to the first method, but instead
of applying the linear filter in the time domain, it is now
used as frequency domain filter. Therefore the Discrete Fourier
Transform (DFT) of s; is taken and multiplied with the DFT
of the received signal. An extra inverse DFT is used to convert
back to the time domain and sampled at the bit frequency, and
decode those values to get the received bits. In this paper the
first method (convolution in time domain) is used at all times
to calculate the received values after the matched filter.

III. COMMUNICATION CHANNEL SETUP

The communication between the sender and receiver which
is interfered by the phase and amplitude modulated disturbance
can be split up in two parts. The first part comprises of
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Fig. 2. The constellation diagrams of the four phase and amplitude shift
keying disturbances.

the creation of the wired communication signal, which is
the desired encoded bit stream. The wired communication
channel can be a micro-strip on a PCB or a wire, but is in
this case an ideal transmission line between transmitter and
receiver is used. The second part involves the creation of a
wireless communication channel that interferes with the wired
communication. Both parts have their specific parameters
which are discussed in the following subsections.

A. Desired Encoded Bit Stream

The wired communication between sender and receiver uses
Non-Return-to-Zero Level (NRZ-L) encoding, which means
that a digital "0’ is translated to 0 V and a digital ’1’ to a high
voltage, in this case 1 V. A set of N (e.g. N = 100) random
bits are transmitted at a speed defined as fgir, while a bit
is received every bit-period Tpr. The bits are oversampled
M times, resulting in a sampling frequency of f; = M fgir.
An example of 10 bits transmitted over the communication
channel is shown in Fig. 1. The oversampling factor M decides
how many samples the matched filter uses to apply the digital
filtering. More precisely, the matched filter will multiply and
accumulate the M sampled values in one bit period with the
impulse response of the filter as shown in (4),

varr[n] = % S hfma{m] @)

concluding in the received value for that bit. The receiver
performs a decoding of the bit using two thresholds. The
threshold to determine a digital 1’ is 2/3 of 1V, while the
threshold for a digital ’0’ is 1/3 of 1 V. When the received
voltage is located between the thresholds, the bit is concluded
as faulty in our study, to create a worst-case BER.

TABLE I
SUMMARY OF BASEBAND SIGNAL VALUES

Signal RMS Value | Peak Value | PAPR
VBIr V2/2V 1V 3.01dB
Vew Y Y 0dB
VBpsk 1V 1V 0dB
Vopsk Y Y 0dB
Viegam | V10/4V 3v/2/4V | 2.55dB
Voroam | V42/8V | 7/2/8V | 3.68dB

B. Phase and Amplitude Modulated Disturbance

As the authors stated in the introduction, several harsh
EM fields and disturbances can be used to (un-)intentionally
interfere with a system. The disturbances that are considered
in this paper are: Binary Phase Shift Keying (BPSK), Quadra-
ture Phase Shift Keying (QPSK), 16-bit Quadrature Ampli-
tude Modulation (16-QAM) and 64-bit Quadrature Amplitude
Modulation (64-QAM). The comparison with unmodulated
Continuous Wave (CW) disturbance is included in this paper
to investigate the effect of the phase and/or amplitude shifts
on to the performance of the matched filter. The constellation
diagrams of the phase and amplitude modulated signals sum-
marize the possible set of symbols for each modulation type
and are shown in Fig. 2. The baseband values are the values
that are shown in the constellation diagrams and are used to
calculate the RMS value,

Vrms =

1 S—1
=2l (5)
S s=0

where S indicates how many symbols are possible for each
modulation type (e.g. S = 2 for BPSK, S = 4 for QPSK).
Equation (5) can be similarly used for the other disturbance
types. Furthermore, the symbols are used to calculate the peak
value,

Voeak = max (|z4|) with s =0,1,..5 — 1 (6)

and the Crest Factor or Peak to Average Power (PAPR) ratio
in Decibel (dB):

PAPRgg = 201log;, (prk') . @)
Vrms

To shift the baseband symbols to the passband, which is the
disturbance that will be superposed with the bit signal, the
symbols are multiplied with a carrier, having a frequency f..
The in-phase (I) and quadrature (Q) component of the symbol,
which are the real and imaginary components respectively, are
multiplied with a cosine and sine version of the carrier, and
summed in (8).

Vs =A I, cos (2m f,. (t — At))
+ A.Qssin (27 f. (t — At)) (8)
Where At represents the moment in time when the distur-
bance hits the communication channel, which is random and

uniformly distributed. Further, f. is the frequency of the carrier
and A, is the amplitude of the carrier. One more important
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Fig. 3. Example of 10 bits ("0110111111°) NRZ-L encoded disturbed by
a 16-QAM signal. The wireless disturbance is superposed with the wired
transmitted signal to create the disturbed signal. The matched filter is applied
to the receiving samples and the output samples at the bit periods are
concluded. The resulting bits are *xx10x1x111" where ’x’ denotes a faulty
bit, resulting in a BER of 40%.

factor is the symbol rate fsyy of the phase modulation method.
In wireless communication the symbol rate is determined by
the bit rate and the modulation type, i.e. the number of bits
fitting in one symbol (1 for BPSK, 2 for QPSK, 4 for 16-
QAM and 8 for 64-QAM). To avoid confusion, the bit rate
of the disturbance is not used in this paper, instead only the
symbol rate is defined. The symbol rate defines the bandwidth
(BW = 2fsym) of the disturbance signal that is transmitted
by a wireless communication system. The number of symbols
that are simulated is a random set of 100 times the amount of
symbols that exist for that disturbance type. Additionally, the
whole disturbance is swept over all the bits in steps of 1/100th
of the symbol length. For example when using 64-QAM as a
disturbance this will result in 64 000 000 bit evaluations.

IV. CALCULATION OF THE BIT-ERROR-RATE AND FILTER
GAIN

The overall BER is considered to be the metric to evaluate
the effectiveness of the matched filter. The construction of
a disturbed bit stream is shown in Fig. 3, which shows the
transmitted bits, the 16-QAM disturbance, the superposition
of the latter two being the disturbed signal, the values after
the matched filter calculated using (2) and the sampled values
after using (3). The sampled values are then decoded to
bits as described in Section III-A and are compared to the
original transmitted bits to conclude a BER. The BER is
calculated in function of a Signal-to-Noise Ratio (SNR), which
is determined by the ratio of the power of the desired signal to
the power of the disturbance signal. The RMS values are used
for both signals and the SNR is calculated in the following
way:

)

SNR = 201log,, (VBITRMS>

VEMIRMS

The RMS values of the desired signal and all considered
disturbances are summarised in Table I. Note that the RMS

values of the disturbances are calculated using the possible
symbol values, in the baseband. When calculating the RMS
value in the passband, all RMS values have to be multiplied by
V2 /2 because of the multiplication with the carrier. The Peak
to Average Power Ratio (PAPR) is calculated here because
it has an influence on the noise strength that is necessary to
start creating bit errors. The PAPR tells us the ratio of the peak
power in respect to the RMS power of the wireless signal in
dB. The peak value is equal to the maximum amplitude of
the carrier. When this maximum amplitude is higher than the
lowest threshold that is used to decode the desired signal, a
possible bit error can occur.

Furthermore, a Filter Gain (FG) is defined at a BER equal to
0.1 %. This parameter represents how much SNR is gained by
applying a matched filter to achieve an equal BER. The authors
assume that the remaining 0.1 % of bit errors that occur are
covered by other methods (e.g. Error Detection Codes (EDC)
or Error Correction Codes (ECC)). FG is also used as the
amount of power that you can decrease your wired transmitting
amplifier with, to achieve the same BER.

V. SIMULATION RESULTS

First, a baseline is simulated where a bit stream is dis-
turbed by all phase and amplitude modulation types without a
matched filter. Next, the same situations are simulated using a
matched filter. And finally, the effect of changing the possible
parameters of the desired signal and the harsh disturbance are
investigated.

A. Baseline Simulation Without Matched Filter

As a baseline a set of 100 bits is disturbed multiple times
with all five types of the considered phase and amplitude
modulated disturbances separately. When using no matched
filter and calculating the bit error rate in function of the SNR,
the reference BER-curves are shown in Fig. 4.

The reference situation in Fig. 4 shows almost equal be-
haviour for all five types of disturbance. However, there is a
distinction between the PSK methods and the QAM methods
due to the different possible amplitudes of the baseband
symbols. The BER is slightly different because the QAM
modulation schemes involve symbols that have a norm (or
length) that is smaller than the peak value, where for PSK
methods the norm of the symbol vectors or the amplitude of
the modulated carrier is equal at any point in time. Moreover,
when looking closely to the SNR value where the bit errors
start to occur, four specific properties can be recognised in
Fig. 4:

A) The SNR where the BER starts for CW, BPSK and QPSK
is equal to 6.532 dB, which is the corresponding value for
the threshold of 1/3 or 2/3 to detect a digital "0 or ’1°.
When the amplitude of the disturbance rises above or
falls below this value due to the superposed disturbance,
possible bit errors start to occur.

B) For CW, BPSK and QPSK there is a change in BER at
an SNR of 0.512 dB, which is equivalent to an amplitude
of 0.667 V or 2/3. This indicates that more bit errors start
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Fig. 4. BER in function of SNR when using no matched filter, at a bit
rate fgir = 200MHz, an EMI carrier f. = 500MHz and a symbol rate
fSYM = 1MHz.

to occur when the amplitude of the disturbance is high
enough to cross both thresholds.

The SNR where bit errors start to occur for 16-QAM
is equal to 9.08 dB, which corresponds with an increase
of 2.55dB in comparison with the SNR where the BER
starts of CW. This difference is equal to the PAPR of
16-QAM.

The SNR where bit errors start to occur for 64-QAM is
equal to 10.21 dB, which corresponds with an increase
of 3.68dB in comparison with the SNR where the BER
of of CW starts. This difference is equal to the PAPR of
64-QAM.

&)

D)

Furthermore, changing the bit frequency of the desired bit
stream or changing the frequency of the EMI carrier does not
change the BER in function of the SNR, and this for all types
of disturbances. The BER does not change because all possible
values of the disturbance are considered, so when sampling
once only the amplitude of the disturbance decides if bit errors

Reference, No MF, f, =10.0 MHz, f. BIT = =200 MHz
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Fig. 5. Definition of the filter gain (FG) for all disturbances when using a
matched filter with M = 4 at n f. = 500 MHz, an fgir = 200 MHz. The
coloured dashed lines represent the BER without using a matched filter for
the corresponding disturbance.

occur. This effect is shown in Fig. 6 for BPSK and 16-QAM,
and is similar for the other disturbances.

B. Simulation With Matched Filter

First, the effect of a matched filter that uses 4 samples per
bit is considered.The difference compared to the reference in
Fig. 4 is shown in Fig. 5. The change in BER in function of f.
and the SNR is shown in Fig. 7 for BPSK and 16-QAM. The
frequency of the wired signal is 200 MHz, which results, in
combination with 4 samples per bit, in a sampling frequency
fs of 800 MHz. When analysing Fig. 7 two properties are
found in function of fgir and fs. On the one hand, after a
matched filter with 4 samples per bit, the integer multiples of
the bit frequency fgrr show up as improvements of the BER
in comparison with the reference in Fig. 6. On the other hand,
the integer multiples of the sampling rate f; show up as totally
no improvement of the BER. In the latter case, the samples
that are taken of the disturbance are 4 times the same sample,

Reference, No MF, f =10.0 MHz, fBIT =200 MHz
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Fig. 6. The BER for BPSK and 16-QAM in function of f. for an fsyy = 10 MHz, an fgip = 200 MHz and no matched filter.
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Fig. 7. The BER for BPSK and 16-QAM in function of f. for an fsyy = 10 MHz, an fgir = 200 MHz and M = 4.

and thus taking an average results in a disturbance that has
been sampled only once per receiving bit. Furthermore, the
changes in BER due to the decoding thresholds or the PAPR
are very visible in Fig. 7 as sudden colour changes.

The symbol rate fsym in Fig. 7 is equal to 10 MHz and is
fixed for every f.. As already mentioned in Section III-B,
the symbol rate determines the number of carrier periods
in one symbol, and thus how many carrier periods have to
be observed before a possible phase and/or amplitude shift
occurs. This change in phase and/or amplitude results in the
matched filter to not filter out the disturbance because the
average of the sampled points has a smaller change of being
near-zero. The influence of the symbol rate on the BER for
QPSK is investigated and shown in Fig. 8. The reference BER
in function of the SNR without matched filter is shown in
contrast with the results with matched filter for three different
symbol rates. The increase in the symbol rate shows that the
matched filter is indeed having more difficulties to filter out
the disturbance signal. Note that A) and B) in Fig. 8 show
that an increase of the symbol rate by a factor of 10 increases
the chance of a bit error for the same SNR also by a factor of
10. The effect of increasing fsyy is equal for all considered
disturbances in this paper and is also recognizable by analysing
the BER lower limit in Fig. 9 and 10.

Taking a cross-section of Fig. 7 at an SNR—5dB results
in Fig. 9, which shows the response of the BER in function
of the EMI carrier frequency for all types of disturbances.
Increasing the number of samples per bit to M = 8, meaning
that matched filtering is applied on 8 samples per bit, the BER
is decreased even more and is shown in Fig. 10.

To have an idea of how effective the matched filter is, a
specific BER value is chosen, and the required SNR to reach
that number of bit errors is determined. That specific BER is
determined by the system that is connected to the receiver. The
receiver could have extra safety measures to solve the extra bit
errors that the matched filter cannot filter out. In the case of
this paper, the chosen BER is equal to 0.1% which means that
1 in 1000 bits can be wrong. The effectiveness of the filter is

Matched Filter for QPSK, M =4
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Fig. 8. The BER for QPSK in function of the SNR for different values of
the symbol rate fsym at an fo = 500 MHz, an fgrr = 200 MHz and M =
4.

tested with and without matched filter for different number of
samples. The (positive) difference of SNR that is required to
gain the same BER is called the Filter Gain (FG). This means
that with the use of a matched filter, less transmission power
can be used, to achieve the same BER. The FG for the case of
no matched filter versus a matched filter with 4 sample points
is defined in Fig. 5.

To determine the effectiveness of a matched filter, the term
Filter Gain (FG) has been defined. The FG, in dB, is the
difference in SNR between a matched filter and no filter for
a specific BER value. This specific BER value is determined
by the application of the wired communication. To further
decrease the bit error, ECCs can be applied. The effectiveness
of those codes is specified by the term Coding Gain (CG),
but is not considered in this paper. The BER where the FG
is determined is specified on a BER equal to 0.1%. Meaning
that 1 in 1000 bits can be wrong. The FG for a matched filter
with 4 sample points is shown in Fig. 5.

The FG for a CW, BPSK, QPSK and 16-QAM disturbance
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Matched Filter, M =4, SNR=-5 dB, f, =10.0 MHz
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Fig. 9. The BER for all disturbances at an SNR of —5dB in function of the
carrier frequency f. of the disturbance at an fsyy = 10 MHz, an fgir =
200 MHz and M = 4. The sample frequency fs is equal to 800 MHz. The
reference value of the BER at —5dB for each of the disturbances without
applying a matched filter is shown with dashed lines.

and is shown in Fig. 11. Fig. 11a shows the FG in function
of the EMI CW carrier frequency f. and shows that there is a
gain of at least 10 dB when not having a CW carrier frequency
which is an integer multiple of the sampling frequency fs.
Furthermore, Fig. 11b, 11c and 11d have an FG that is similar
to the FG of the CW disturbance, when the symbol rate fsym
is below a certain frequency.

Finally, increasing the number of samples per bit again to 8,
the FG is further increased to 15dB. This result is shown in
Fig. 12 for a CW and QPSK disturbance.

VI. CONCLUSION

In this paper a wired communication channel that is NRZ-L
encoded is disturbed by a wireless communication channel
with phase and amplitude shift keying properties. To filter
out the unwanted disturbances, a matched filter is created
using the signature of an encoded ’1°. Furthermore, five types
of disturbances are considered that are superposed on to the
desired signal, CW, BPSK, QPSK, 16-QAM and 64-QAM.
When using no matched filter the BER baseline is defined and
the effect of using different modulation schemes is shown.
When introducing a matched filter with a finite number of
samples per bit, it is shown that the matched filter is very
effective at integer multiples of the desired bit frequency,
excluding the integer multiples of the sampling frequency.
When the EMI symbol rate is small enough, there is no big
of a difference between a CW disturbance and a phase and
amplitude modulated disturbance. When introducing a higher
symbol rate than the carrier frequency, multiple phase changes
in one period of the EMI carrier wave are introduced. The
matched filter has more difficulties filtering out the disturbance
and the performance is decreased. This paper shows that using
a matched filter can be a very effective way of filtering
out unwanted disturbances at certain frequencies, and that
maximising the sampling rate improves the maximum possible
disturbance frequencies that can be filtered out. The results
show that a matched filter with 4 sample points per receiving

Matched Filter, M = 8, SNR = -5 dB, f_,__ = 10.0 MHz
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Fig. 10. The BER for all disturbances at an SNR of —5dB in function of
the carrier frequency f. of the disturbance at an fsyy = 10 MHz, an fgir =
200 MHz and M = 8. The sample frequency fs is equal to 1.6 GHz. The
reference value of the BER at —5dB for each of the disturbances without
applying a matched filter is shown with dashed lines.

bit already provides a filter gain around 10 dB, which can be
further improved by increasing the number of samples per bit.
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