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Abstract—In this work, an ultra-broadband phase-shifter (PS)
with a 14-50 GHz bandwidth (defined by a phase-error below 1/2
LSB) is presented to address the multi-band requirements of 5G
milimeter-wave (mm-wave) systems. The PS construction is based
on all-pass networks (APNs), which have shown broad bandwidth
capabilities in a lower frequency range. Aiming towards 5G
mobile applications, the proposed 2-bit, 45◦ phase resolution
PS was implemented in 0.25 µm BiCMOS, manufactured and
measured, achieving an insertion loss (IL) of 7.4 ± 0.26 dB at
28 GHz and 10 ± 0.22 dB at 39 GHz, with an RMS gain and
phase error < 0.27 dB and < 4◦ from 24-30 GHz, respectively,
and < 0.33 dB and < 6◦ from 37-43.5 GHz, demonstrating its
capabilities to cover the 5G mm-wave spectrum.

Index Terms—All-pass networks (APN), beamforming, broad-
band, milimeter-wave (mm-wave), multi-band, phase-array
transceivers, switched-type phase-shifter (STPS), 5G.

I. INTRODUCTION

THE 5th Generation of telecommunication systems (5G) is
expected to roll out in the upcoming years to the general

public. In order to achieve the expected two-fold increase
in data-rate, 5G will heavily rely on millimeter-wave (mm-
waves) technology [1], [2]. However, the frequency band is not
yet a consensus. As different regions have different spectrum
availability, different bands have been rolled out for auction
across the globe. For example, the EU has defined the 24.5-
27.5 GHz bandwidth [3], while the FCC, from the US, has
defined several bands from 24.25 GHz to 28.5 GHz, as well
as a higher one from 37-40 GHz [4]. Overall, two main bands
have been delimited, 24.25-29.5 GHz and 37-43.5 GHz, while
spectrum discussions are still ongoing [5, pp. 6-8].

The exploration of the mm-wave spectrum comes with
challenges, such as high propagation losses and costly com-
ponents, and the key enabling technologies to overcome those
challenges are the implementation of antenna phased-arrays
and beamforming [6], [7]. In particular, implementations of
integrated phased-array transceivers with analog beamforming
capabilities using high-volume fabrication processes such as
SiGe [8] and even CMOS [9] have been presented, paving
the way of mm-wave antenna arrays on commercial 5G
applications [10].
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The basic building-block for analog beamforming systems is
the phase-shifter (PS), and while many state-of-the-art (SOTA)
solutions [11]–[13] using standard design approaches provide
low-loss, high-resolution and zero static power consumption,
they fall short with respect to bandwidth, leaving a large part
of the 5G spectrum uncovered. Therefore, a shift in design
approach is needed to address the bandwidth challenge.

One possible solution to cover all required bands is the
use of All-Pass Networks (APNs). They have been proven
to be quite effective with respect to bandwidth on a lower
frequency range, up to few GHz [9], [14]–[21]. Although the
use of APNs dates back to the 1950’s, its application for phase-
arrays was initially proposed by Adler and Popovich [14] in
the 1990’s, where a 3-8 GHz bandwidth switched type phase-
shifter (STPS) with 45◦ resolution was presented. Tang and
Mouthaan extensively explored higher order networks [15]–
[17], focusing on covering one to two octaves of bandwidth
in the low GHz frequency range. These works implemented
the APN-based STPS using discrete components due to large
inductances and capacitances of the networks and also due to
high Q components available off-the-shelf.

The push for an integrated APN STPS design was recently
done in [18], [19], [22], initially at S and C-bands using GaAs
[22] and then using 0.18 µm CMOS technology [18], [19]
covering a bandwidth from 1.62-3.89 GHz. However, due to
lossy switches and low-Q inductors in CMOS, an insertion
loss (IL) greater than 12 dB for the latter was achieved.
As mm-wave applications require integrated solutions, the
conventional APN STPS approach does not seem attractive
and thus they were not attempted, to the best knowledge
of the authors. Nonetheless, the benefits of APNs in mm-
waves were explored in generating quadrature vectors on a
vector-sum block in [9], [20], [21], successfully covering X,
Ku and K band [9], and further explored at V band [20].
Furthermore, the Ka band vector-sum block using APNs in
[21] achieved a 15-35 GHz bandwidth, much larger when
compared to standard STPS solutions, which demonstrates
APNs bandwidth capabilities at mm-waves.

In this work, we present a STPS for 5G mobile applica-
tions using APNs. Due to particular aspects of the intended
application, a 2-bit, 45◦ resolution PS was implemented using
an innovating architecture: four APNs in parallel with SP4T
switches. The relaxed resolution requirements of the specific
application allowed us to push the SOTA with respect to
bandwidth, achieving a 14-50 GHz bandwidth with a measured
RMS phase error of less than 9.5◦. To enable such PS config-
uration, we explore the linear-phase APN synthesis procedure
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developed by Herrmann [23] and Challener [24] and introduce
a bandwidth alignment procedure to make sure all APNs cover
the same frequency range. Also, it should be highlighted that
for the first time a variable to control feasibility was employed
as a synthesis parameter to allow implementation of APNs at
mm-wave frequencies.

This manuscript is organized as follows. Section II discusses
the specifications for 5G mobile PSs. Section III reviews the
linear-phase All-Pass Network synthesis, revisits Herrmann’s
work, which is rather outdated and not available in English,
and introduces the novel bandwidth alignment procedure pro-
posed by the authors. Section IV describes the PS design, and
measurement results are presented in Section V, followed by
a conclusion in Section VI.

II. SPECIFICATIONS FOR 5G MOBILE APPLICATION PSS

A. Phase Resolution

The use of antenna-arrays and beamforming is not only
expected in base-station applications, but also at the user side
as a way to radiate more power. In mobile handsets, due to
limited availability of space and power, the number of antenna
elements are expected to be much smaller than base station
arrays [25]–[27]. For example, in [25] a 2×4 antenna module
using a 45◦ resolution PS in CMOS technology was presented.
The array can be further reduced when using SiGe technology,
as it has higher power capabilities when compared to CMOS,
where similar radiated power values were obtained in using a
2× 2 antenna array [27].

Such smaller array has quite a broad beamwidth, which does
not require fine resolution steps to cover a wide scan range.
Fig. 1(a) shows the simulated normalized antenna patterns for
a 2× 2 array of ideal patches using 45◦ phase-shifting steps.
Notice that a ±60◦ scan range is achieved under a 3 dB gain
variation. Furthermore, a 180◦ step is not required for such
array configuration, since negative scan-angle values can be
achieved by changing the reference path, as shown in Fig. 1(b)
and Fig. 1(c), highlighting that 2 bits are sufficient for a ±60◦

scan range coverage.

B. PS Topology

Another crucial aspect for mobile applications is the power
consumption, and therefore active PS configurations, such as
Vector Modulators (VM) [9], [20], [21] are not suitable for
mobile handsets. Passive PSs have zero static power consump-
tion, but generally higher IL and larger area. Since high IL
typically require compensation, the IL represents indirectly
power consumption for passive PSs. Two main approaches
are typically used to implement passive PSs: 1) reflection
type phase shifters (RTPS) and 2) switched type phase shifters
(STPS) [28].

RTPS, shown in Fig. 2(a), operate by means of splitting
the signal with a quadrature hybrid coupler, reflecting the
signal using a reactive impedance ZR and combining both
reflected signals at the output. The phase-shift is achieved by
varying the reactive impedance ZR, which has been shown
to achieve a full 360◦ range with fine resolution and low loss
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Fig. 1. (a) Simulated array patterns under 45◦ resolution PS, (b) Negative
scan angle with top element leading and (c) Positive scan angle with top
element lagging.
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Fig. 2. Passive PS topologies (a) RTPS and (b) STPS.

[13]. However, their bandwidth is limited by the hybrid coupler
performance.

STPS, shown in Fig. 2(b), work by switching between
different signal paths with a phase-difference between those
paths [11], [29]–[32]. The increase of phase resolution in
STPS is done by cascading many stages, leading to higher
losses and an increase in area. Thus, STPS are more suitable
for lower resolution applications. An important aspect is
that, since switches are typically broadband [33], the STPS
bandwidth is typically limited by the implementation method
used for the phase-shifting paths. Conventional methods use
high-pass/low-pass (HP-LP) filters or bypass/low-pass (ByP-
LP) filters, which only guarantees the phase-shift for a single
frequency. By using APNs in the phase-shifting paths, we
expect to achieve broadband capabilities using STPS.

The main advantage of the conventional approaches over
APNs is the ability of embedding the switch within the
network [11]. By doing so, a more compact design is achieved
and less switches are required. As APNs rely on a constant-
impedance capability, external switches must be used to allow
path selection, which can lead to larger area and higher losses,
even for a 2-bit STPS.

Considering the STPS topology pictured in Fig. 2(b) using
APNs, the signal path would go through 3 switches (2 back-to-
back switches can be combined in a DPDT) and 2 networks,
where each block contributes to losses. To reduce IL, we
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propose to parallelize the networks, as pictured in Fig. 3. This
way, the signal path sees 2 switches and 1 network, greatly
reducing IL. At the same time, the used area is not increased
as the total number of networks is preserved. Although the
proposed topology seems straightforward, traditional APN
synthesis does not allow the parallelizing of networks (they
synthesize a pair of networks together), thus requiring a novel
synthesis approach to enable such novel architecture, discussed
in Section III.

C. Wide-band vs. Dual-band PS

One could argue that a simpler way to address the 5G
bandwidth requirements is the use of a switchable dual-band
PS instead of a wide-band one. Although a more straight-
forward approach, it would require the addition of at least
two extra switches in the signal path, the same problem we
are aiming to solve by parallelizing the networks. Even using
SOTA switches in technologies optimized for switches, such as
CMOS SOI [34], at least an extra 3 dB loss would be added to
the signal at mm-waves. The additional loss in the signal path
introduced by switching between bands would require extra
compensation by amplifiers, which in turn require more power
consumption, critical for mobile applications. Furthermore,
after accommodating both PSs and switches, the area savings
might not be significant, even when compared to a bulkier
design approach such as the use of APN. For example, by
taking two SOTA 0.16 mm2 PS from [13] as example, with
two 0.04 mm2 switches from [34], the total area would be
0.4 mm2 (without counting possible interconnects) with a
loss of ≈ 10.7 dB at 28 GHz, compared to the area of
0.48 mm2 with 7.2 dB of loss from the proposed PS, trading
off 0.08 mm2 for 3.5 dB of IL. Furthermore, as discussions
are still ongoing regarding the 5G spectrum [5], a wide-band
solution is prepared to accomodate future requirements.

III. APN SYNTHESIS

APNs (also known as constant-resistance networks) were
first proposed as a phase-shifting network on a patent granted
to Hodgson in 1941 [35]. The initial focus was on gen-
erating wideband phase splitting solutions for single side-
band modulation systems around the late 1940’s. Saraga
[36] initially proposed empirical methods based on graphical
solutions to generate the desired phase splitting networks.
Synthesis procedures were then proposed respectively around
the same time by Darlington [37] and Orchard [38], whose

methods approximated the phase difference between two all-
pass networks to a constant over the band of interest. By
using Chebyshev polynomials, it was possible to create an
equiripple phase difference profile between the two networks.
Their method synthesized both networks simultaneously, given
a maximum phase variation and network order, maximizing
bandwidth for those inputs. It worked without any restriction
on the phase characteristics of each network individually.
Moreover, only real poles were obtained using either Darling-
ton or Orchard’s method. Regarding implementation, lattice
networks were typically used.

A. Linear-Phase Network Synthesis

The networks proposed by Orchard and Darlington were
sufficient for audio signal transmission, but the issue of a
non-constraint phase, and by extent a non-uniform group
delay, became a concern when video signal transmissions were
attempted. To overcome this challenge, linear-phase networks
were required, and in 1969, Herrmann [23] proposed a novel
method to synthesize them. Herrmann’s technique consisted
in approximating an APN HAP (jω) by an ideal network
HID(jω), described by

|HID(jω)| = 1 (1)

6 HID(jω) = −(ωτ + φos) (2)

where τ is the phase slope and φos the phase offset. By
synthesizing two networks with same phase slope and π/2
phase offset difference, a quadrature phase-splitting can be
obtained. The APN HAP (jω) can be described by its poles
and zeros, using s = jω,

HAP (jω) =
Dn(−s)
Dn(s)

(3)

where Dn(s) is a nth order Hurwitz polynomial. It can be
described by

Dn(s) =

n∑
l=0

als
l = A

n∏
k=1

(s− pk). (4)

The phase of the APN can be described by

6 HAP (jω) = −2 arg{Dn(jω)} (5)

6 HAP (jω) = −2

n∑
k=0

tan−1
(
ω − Im{pk}

Re{pk}

)
(6)

By defining an approximation error function, εph(ω), given by

εph(ω) = 6 HID(jω)− 6 HAP (jω) (7)

εph(ω) = −(ωτ + φos) + 2

n∑
k=0

tan−1
(
ω − Im{pk}

Re{pk}

)
(8)

it is possible then to find solutions which minimize the error
function in a Chebyshev sense within a given frequency
interval 〈ωL, ωH〉. In different words, given a maximum error
bound δ, where
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Fig. 4. Phase error characteristics for a 4th order network.

|εph(ω)| ≤ δ, ωL ≤ ω ≤ ωH (9)

solutions can be found that maximize the frequency interval
〈ωL, ωH〉 [23]. Herrmann then proposes an algorithmic proce-
dure to approximate the error function εph(ω) given a set of
initial constraints such as filter order n, phase slope τ , phase
offset φos and a maximum error bound δ. His method relies on
the equiripple characteristics of the Chebyshev approximation
where εph(ω) has n turning points for a nth order polynomial.
As an example, Fig. 4 pictures the characteristics of an error
function for a 4th order APN with four turning points.

To have an equiripple behavior of the phase error function,
εph(ω) must be bound within ±δ. Since the turning points
are local maxima and minima of the function, if they are
bound within ±δ, and the frequency interval limits are also
bound, the error function εph(ω) will be bound within ±δ.
Furthermore, in order to a specific frequency be a turning
point, the derivative of the error function must be zero at that
frequency. Based on those properties, we can build a system
of equations.

Considering an nth order network, we can define a vector
of frequency points consisting of the frequency interval limits
ωL, ωH and the turning points ω1 to ωn

ω = [ωL, ω1, ω2, . . . , ωn, ωH ]
T (10)

Our goal is to find the value of the poles of the APN, given
by the pole vector

p = [p1, p2, . . . , pn]
T (11)

The phase error is also a function of the poles, thus the notation
εph(ω,p) will be used. The equation system can be described
by

εph(ωi,p) = (−1)iδ ∀ 0 ≤ i ≤ n+ 1 (12)
d

dω
[εph(ωi,p)] = 0 ∀ 1 ≤ i ≤ n, (13)

which results in 2n+ 2 equations and variables. As suggested
by Herrmann, the following equation system can be solved
using the Gauss-Newton method. In order to improve conver-
gence, a good initial guess must be given for both p and ω. An
effective procedure for finding initial guesses can be found in
his work [23]. As mentioned before, his procedure synthesizes
individual networks, which does not guarantee that multiple

(a) (b)

Fig. 5. Network classification due to their offset type. (a) Type 1 and (b)
Type 2.

TABLE I
SUMMARY OF SYNTHESIS POSSIBILITIES W.R.T ORDER AND TYPE

Acronym Order Type Chebyshev Sol. Causal Sol.
EOT1 Even Type 1 Unique -

OOT1 Odd Type 1 No Unstable

EOT2 Even Type 2 No Infinite

OOT2 Odd Type 2 Unique -

networks with different offsets, required to obtain a phase
difference between them, will operate within same frequency
range. A procedure to align their bandwidth is proposed later
in this section.

B. Network Types and Quasi-Chebyshev Solutions

Herrmann’s synthesis procedure finds the Chebyshev ap-
proximation for the error function provided that the order
of the polynomial equals the number of turning points.
Furthermore, Hausner and Furlani [39] have demonstrated
the uniqueness of such Chebyshev solution. However, such
constraint imposes limitations on the possible solutions by
Herrmann’s method.

As pointed out by Challener [24], the number of turning
points is directly related by the type of phase offset φos of
the network, since the phase curve has an asymptote at −nπ
as ω → ∞. A negative offset (φos < 0), called here a type
1 network, pictured in Fig. 5a, has always an even number
of turns. A postive offset (φos > 0), called here a type
2 network, pictured in Fig. 5b, has always an odd number
of turns. Herrmann’s method can therefore find Chebyshev
approximations for Even Order Type 1 (EOT1) networks and
for Odd Order Type 2 (OOT2) networks. However, in his work,
he explicitly included only synthesis tables for the OOT2 case,
as he claimed to achieve higher bandwidth with an lower n
when compared to EOT1 networks [23]. A summary of the
synthesis possibilities is shown in Table I.

Continuing the work from Herrmann, Challener [24] inves-
tigated practical aspects when implementing such networks.
Odd order networks can be constructed by a cascade of 1st and
2nd order sections to achieve the desired pole-zero configura-
tion. However, while 2nd order sections can be implemented
using unbalanced structures, 1st order sections are limited
to Lattice implementations. Furthermore, due to parasitic
components in inductors and capacitors, it is impossible to
implement a truly odd-order network, which makes even-order
networks more attractive. Nonetheless, EOT1 networks face
the issue of having lower bandwidth when compared to their
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Fig. 6. Phase curve of 1st and 2nd order APN section for different Qpole.

lower order OOT2 counterparts, which motivated Challener
to investigate Even Order Type 2 (EOT2) networks. Although
EOT2 networks do not have Chebyshev solutions, he noticed
that it was possible to approximate the phase of an EOT2
network to a lower order OOT2 in a quasi-Chebyshev fashion,
by approximating the phase behavior of an 2nd order APN
section to the one of a 1st order section. Consider a 2nd order
APN section described as

G2ord(s) =

s2 − ωo

Qpole
s+ ω2

o

s2 +
ωo

Qpole
s+ ω2

o

(14)

For higher frequencies, where s2 � ω2
o , we have

G2ord(s) ≈
s2 − ωo

Qpole
s

s2 +
ωo

Qpole
s

=

s− ωo

Qpole

s+
ωo

Qpole

(15)

Thus, by making Qpole very small, its higher frequency
pole/zero is pushed outside the frequency interval of interest
〈ωL, ωH〉. The phase curve for 2nd order sections with differ-
ent Qpole values vs. a 1st order section is pictured in Fig. 6.
Qpole can then be an input to the synthesis procedure, reducing
the number of variables and making the system solvable.
Notice that in this case, the solutions are not strict Chebyshev
approximations.

Although the effects of reducing Qpole are quite positive
with respect to bandwidth, it has a lower bound [24]. When
implementing the 2nd order APN section using magnetically
coupled inductors, as pictured in Fig. 7, the use of small Qpole

leads to a very-high coupling coefficient k between inductors.
As k is radically dependent of the technology used, a lower
bound for Qpole can be found when k is max:

Qpole ≥
√

1− kmax

1 + kmax
(16)

The most valuable takeaway from the use of Qpole as a
synthesis variable is the ability to control the implementation
feasibility of the networks. Qpole can then be adjusted to a
higher value when high coupling coefficient is not available,
which is the case of integrated circuit implementation. Notice
that it is not possible to directly control feasibility of the
networks with the Chebyshev solution from Herrmann. In this
work, we also explore the use of Qpole to control the central
frequency of the APNs without sacrificing phase error, thus
achieving bandwidth alignment.

Fig. 7. 2nd order APN implementation.
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C. Parallel APNs with Bandwidth Alignment

To implement the proposed PS, it is crucial that the four
possible paths for the signal can cover the same frequency
band. Since the presented synthesis procedure was only uti-
lized to design a pair of networks, this issue has never been
raised. Previous works only utilized one of the network types
to implement the APNs (OOT2, EOT1 or EOT2). However,
in our case, few issues arise: to implement a 135◦ phase-
shift using only EOT2 networks, we would require a APN
with φos = 3π/4. Values for φos close to +π require lower-
frequency poles, which in turn requires very large inductors
and small capacitors. In those cases, the intra-winding capaci-
tance of the inductors is typically higher than the synthesized
value, leading to unrealizable networks. On the other hand,
implementing it only with EOT1 would lead to values for φos
close to −π, requiring higher-frequency poles, and by extent
very small inductors which cannot be realized in practice.

A closer inspection of the bandwidth (BW = ωH/ωL),
central frequency (ωc =

√
ωHωL) and phase offset (φos)

relationship revealed some interesting properties of the synthe-
sized APNs. We synthesized APNs using the same parameters
(n = 4, τ = 1, δ = 0.01 rad,Qpole = 0.25, Zo =
1 Ω, fscale = 1), and performed a sweep w.r.t. the phase offset
(φos). The results are pictured in Fig. 8. A steady increase in
central frequency was observed for type 1 networks, while
type 2 networks had a more stable behavior. The BW , on
the other hand, is kept stable up to φos = −π/4 , and
start dropping rather fast beyond that. Therefore, to use both
EOT1 and EOT2 APNs in the design, and to avoid the use
of φos values close to +π, we selected the following values
for φos : [−π/4, 0,+π/4,+π/2]. The remaining issue now,
in order to cover the same bandwidth, is the alignment of
central frequency. Since the EOT1 has a unique Chebyshev
solution, it cannot be adjusted to change its central frequency.
Conveniently, the other three APNs are EOT2, which have
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Fig. 9. Central frequency (ωc) and bandwidth (BW ) w.r.t. parameter Qpole

for selected phase-offsets φos = [0,+π/4,+π/2] of synthesized APNs with
(n = 4, τ = 1, δ = 0.01 rad, Zo = 1 Ω, fscale = 1).

Qpole as an extra parameter to be tuned to align the central
frequency. Fig. 9 shows how the Qpole parameter affects the
central frequency and bandwidth of the APNs. Notice that, as
Qpole goes high, the central frequency of the band goes higher
as well, while inductors get smaller and capacitors larger,
increasing the APNs feasibility in an integrated circuit design.
However, the main drawback is the loss of bandwidth, as
shown by Challener [24] and also pictured in Fig. 9. Therefore,
a trade-off between bandwidth and feasibility is observed,
while the phase error is kept constant. In order to synthesize
the N APNs in parallel with the desired bandwidth alignment,
we propose the following procedure:

1) Define the synthesis parameters n, τ, δ, filter parameters
Zo, fscale and phase offsets φos1, φos2, . . . , φosN .

2) Select an EOT1 network (negative φos) as the bandwidth
reference - since it has a Chebyshev solution and the
parameter Qpole is not available to be tuned.

3) Perform the synthesis procedure as described in Section
II-A.

4) Obtain the center frequency of the reference network
ωcref .

5) While synthesizing the subsequent N − 1 networks,
sweep Qpole until ωc = ωcref , bearing in mind its lower
bound from eq. 16 to allow IC implementation.

6) If after sweeping Qpole, the resulting bandwidth is not
sufficient, it means that the selected phase error δ is
not feasible for the attempted bandwidth. Re-adjust the
values and repeat from Step 1.

7) If bandwidth is sufficient, scale the resulting APNs to
the desired Zo and fscale.

The proposed synthesis procedure was utilized in this work
to implement the APNs of the PS, which is described in depth
in the following Section.

IV. PHASE-SHIFTER DESIGN

The APN based STPS was designed using NXP’s 0.25 µm
SiGe:C BiCMOS technology with a peak fT /fmax of 216/177

TABLE II
COMPONENT VALUES FROM SYNTHESIS

APN1 APN2 APN3 APN4
Type Type II Type II Type II Type I

φos +90◦ +45◦ 0◦ −45◦

Qpole 0.55 0.55 0.60 -

La1 (pH) 614.58 437.88 282.84 245.14

M1 (pH) 336.64 234.8 159.91 38.67

Ca1 (fF ) 55.58 40.61 24.5 41.29

Cb1 (fF ) 760.98 538.15 353.88 227.04

La2 (pH) 276.18 253.51 301.59 163.71

Lb2 (pH) 113.6 108.6 92.99 110.29

Ca2 (fF ) 90.88 86.88 74.39 88.23

Cb2 (fF ) 281.67 243.52 637.46 104.12

GHz [40]. The technology supports six metal layers and Metal-
oxide-Metal (MIM) capacitors. A 50 Ω microstrip line was
designed using the highest and lowest metal lines, with a
height of ≈ 14 µm and a conductor width of 20.25 µm.

A. APNs

To design the four APNs with a 45◦ phase difference
between them, the procedure from Section III was used. The
choice for a 4th order network was done to achieve a ±2◦

phase variation within the selected bandwidth of 20-45 GHz.
The synthesized values were obtained using the following
parameters: n = 4, τ = 1 and δ = 0.01 rad. The Qpole factor
was adjusted amongst different networks to achieve bandwidth
alignment, as explained in Section III-C. After obtaining the
prototype networks, they were scaled to a 50 Ω characteristic
impedance and the common central frequency was scaled to
30 GHz. The resulting values for the four APNs are given on
Table II.

The chosen network configuration is pictured in Fig. 10.
Since the synthesis procedure generates complex poles in-
stead of real poles, simpler networks without capacitor-T or
inductor-T (such as T or pi) are not realizable. However,
since the selected manufacturing process has high-Q MIM
capacitors available, the capacitor-T network is used whenever
possible to reduce the number of inductors, typically low-Q
components in an integrated design process. However, when
Qpole ≤ 1 for an APN section, capacitor-T implementations
are also not allowed, as it would require a negative capacitor.
The magnetic coupled inductor is then selected to implement a
negative inductance value for the Qpole ≤ 1 sections given by
the synthesis. Nonetheless, the proposed synthesis procedure
allows only Qpole ≤ 1 sections, as Qpole is a variable that we
control. However, as we explained in the previous section, by
increasing Qpole, bandwidth is sacrificed, which justifies our
choice of mutually coupled inductors.

Naturally, as perfect inductors and capacitors are not fea-
sible, those synthesized values were a starting point for
the physical design procedure. The ideal circuits offered a
guideline on how to tune inductors and capacitors to achieve
the expected behavior. The design procedure was initially
performed separately by each 2nd order section, with the
mutual inductance APN section implementing a lower-ωo pole
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Fig. 10. Schematic of the APNs.

(a) (b)

(c) (d)

Fig. 11. On chip photographs of the four APNs, where (a) APN1, (b) APN2,
(c) APN3 and (d) APN4.

and the capacitor-T APN section a higher-ωo pole. Since the
inductors of the higher-ωo APN section are relatively small,
their design is quite straightforward, consisting simply in
designing the correct inductance values. EM simulations using
Keysight’s ADS Momentum [41] were performed to design the
inductors.

For the lower-ωo APN section, the design procedure re-
quired more iterations. First, the parameters of an inductor
with center-tap, such as line spacing, number of windings,
center tap length and area were tuned around the ωo of the
pole to achieve the inductance and coupling values specified by
the synthesis procedure (shown in Table II). With the initial
inductor design selected, we then obtain both intra-winding
capacitance and capacitance to the substrate and absorb them
into the parallel capacitor Ca1. After designing both APN
sections individually, they were combined together with the
microstrip line, with a new round of simulations and tuning
to optimize performance. The inductors of both sections were
packed tightly together to reduce overall area. The final APNs
on-chip photographs are shown in Fig. 11. The APNs were
placed as individual test structures on the chip to evaluate
their performance separately from the switches. They all have
a similar area, around 0.04 mm2.

B. SP4T Switch

The design of the Single-Pole-4-Throw (SP4T) switch was
largely inspired on the work from Cetinoneri [33]. The

Fig. 12. Circuit schematic of the single-pole four-throw (SP4T) switch.

schematic of the switch is pictured in Fig. 12. In order to
provide higher isolation between ports, a shunt-series config-
uration of MOS transistors were used, with channel length of
0.2 µm.

The channel width of the series transistor (Mse) is opti-
mized to reduce overall insertion loss, while the channel width
of the shunt transitor (Msh) trades off isolation and input
capacitance.

The output is matched to 50 Ω by means of L2, which tunes
the shunt capacitance to the substrate of the output node. The
large parasitic input capacitance on the input node is matched
through the Pi-network formed by C1 − L1 − Cp [33].

Since double-well nMOS transistors were not available in
the selected process, a special biasing was used. By biasing Vb
with 2.5 V and switching the gate from 0 to 5 V , the MOS
transistor goes into a deep-off/deep-on state, having always
Vgs = ±2.5 V . The output node is biased with 2.5 V through
resistors Rb = 10 kΩ, to prevent signal leaking. Since there is
always one path turned on, the input node is always at 2.5 V
as well. A DC block capacitor C2 = 1 pF is placed to keep
both sides of the shunt transistor Msh at 2.5 V when it is
on, and to block a potential path from the biasing voltage to
ground.

The input and output ports are DC-isolated via a DC-block
capacitor (10 pF ). In order to prevent signal leakage at the
transistor’s gate, a resistor Rg = 10 kΩ was also placed.

The on-chip photograph of the SP4T is pictured in Fig. 13.
A standalone test structure of the switch was placed at the chip,
with ports P2 and P3 terminated with 50 Ω resistors. Since the
capacitance C1 had a similar value to the pad capacitance of
the G-S-G to microstrip transition, we decided to use the pad
as part of the matching network. However, when used in a
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Fig. 13. On-chip photograph of the standalone single-pole four-throw (SP4T)
switch. Output ports P2 and P3 were terminated with 50 Ω resistors to simplify
characterization.

Fig. 14. On-chip photograph of the APN based STPS.

front-end, C1 could be easily replaced by a MIM capacitor
without increasing circuit area.

C. APN Based STPS

The APN based STPS was built using the building blocks
presented. The on-chip photograph of the PS can be seen
in Fig. 14. As the APNs are passive structures and work
independently of bias, the DC-block capacitors on the SP4T
outputs (P2-P5, see Fig. 12) were removed. The SP4T is
connected to the APNs via microstrip lines as described
before. In order to compensate the extra length needed to
connect the edge networks, the transmission lines of the middle
ones were bended. The resulting PS is bi-directional and
consume zero static power. The total area without the pads
is 0.62 × 0.77 mm2 (≈ 0.48 mm2) with an effective area
occupied by the design of 0.35 mm2. Although it seems a
large area when compared to other solutions, the layout could
be made more compact. The empty area around the design
could fit the control logic for the switches.

(a)

0 10 20 30 40 50
Frequency (GHz)

-4

-3

-2

-1

0

S
21

 (
dB

)

-40

-30

-20

-10

0

S
11

 (
dB

)

S21B2B

S21TR

S11B2B

S11TR

(b)

Fig. 15. (a) Back-to-back structure for de-embedding of G-S-G pads and (b)
Measurement results of the G-S-G to microstrip line transition and back-to-
back test structure.
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Fig. 16. Simulated and measured S-parameters of the four standalone APNs.

V. MEASUREMENT RESULTS

The test structures pictured in the manuscript were measured
using the network analyzer Agilent 67 GHz PNA E8361A with
a Cascade Microtech Summit 12000B-S probe station. G-S-G
probes with 125 µm pitch were used and were calibrated up
to probe-tips using a SOTL approach. A dc probe-card was
used when required. The measurements are compared with
simulations performed in Spectre, where the EM partitions of
the circuits were simulated in ADS Momentum and imported
to Spectre.

A. APNs

Since the APNs were designed without the pads, a back-to-
back structure was also placed to de-embed their effects from
the APN measurements, pictured in Fig. 15(a). The perfor-
mance of the transition was obtained through a symmetrical
T-parameter matrix. The measurement results are pictured in
Fig. 15(b), where the transition achieved a S11 < −15 dB up
to 55 GHz.

The APNs were characterized using S-parameter measure-
ments, pictured in Fig. 16. All measurement results for the
APNs were de-embedded from the effects of the G-S-G
to microstrip transition. The results follow the trend from
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Fig. 18. Simulated and measured phase error of the standalone APNs.

simulations, with a IL of 1-4 dB observed within the 13-
53 GHz frequency range. This is mainly due to IL from the
inductors. For all APNs, the measured loss is 1.51 ± 0.26
dB at 28 GHz and 2.55 ± 0.32 dB at 39 GHz. The slight
difference in loss observed in APN4 can be explain by the
use of a two-turn inductor against four-turn inductors on the
other three APNs. The return loss is kept under -15 dB across
the bandwidth. This is the main characteristic of the APNs,
also called constant resistance networks, which shows an
overall 50 Ω profile of all APNs. Some disagreement between
measurement and simulation can be explained by the simple
de-embedding method used, which is more effective for IL.

The insertion phase of all four networks is presented in
Fig. 17. Notice that their phase slope is equal with an offset
observed between the settings, as expected from the synthesis
theory, validating the proposed synthesis procedure. The mea-
sured insertion phase also follows the trend from simulations,
which also validates the APN design procedure described in
Section IV. To obtain the phase-difference ∆φ, we have taken
the highest offset APN as a reference path (APN1), thus for the
i’th APN ∆φAPNi = 6 S21APNi − 6 S21APN1 . Notice a clear swing
around the ideal phase state values (45◦, 90◦ and 135◦).

To better grasp the phase performance of the APNs, the
phase error ε of the i’th APN, defined by εAPNi = ∆φAPNi −
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Fig. 19. Simulated and measured RMS gain and phase error between the four
standalone APNs.

45×(i−1) is shown in Fig. 18. Notice that the maximum phase
error is kept under 12◦ over a 15-50 GHz bandwidth, less than
half of the LSB (22.5◦). At 28 GHz, the maximum phase
error is 5.8◦ and at 39 GHz, the error is kept under 11.8◦.
Considering the bandwidth defined by a phase error under
1/2 LSB, the APNs reach a 13-53 GHz band. The maximum
difference between simulation and measurement inside the
band of interest is kept under 3◦, once again validating the
design procedure.

The RMS gain error between the networks, defined by

∆|S21|RMS =

√(∑4
i=1(|S21|APNi − |S21|APN

)2
)/4, with

|S21|APN =
∑4

i=1 |S21|APNi
/4, is pictured in Fig. 19. The

RMS gain error of the APNs is 0.22 at 28 GHz, 0.26 at 39 GHz
and kept under 0.35 dB across the whole frequency range. The

RMS phase error, defined by ∆φRMS =
√

(
∑4

i=1 εAPNi
)2/4,

is also pictured in Fig. 19. The maximum RMS phase error
is kept under 7.5◦ from 14 to 50 GHz, with a maximum of
3◦ at 28 GHz and 6.9◦ at 39 GHz. Both RMS gain and phase
error follow the simulations.

B. SP4T

As mentioned before, the SP4T switch was placed as a
standalone device to be characterized as well. From Fig. 12,
ports P2 and P3 were terminated with a 50Ω resistor, port
P4 was kept on and port P5 was kept on isolation. The S-
parameters were measured by placing three G-S-G probes and
first using a termination at P5 to characterize the S-matrix
between P1 and P4, and measured a second time terminating
P4 and obtaining the transfer from P1 to P5. The S-parameters
of the on-path (S41, S11, S44) as well as the isolation are
pictured in Fig. 20. The insertion loss varies from 2 to 5.5 dB
over the 15-50 GHz band. S11 and S44 are kept under -10 dB
up to 47 GHz, guaranteeing good matching with the APNs.
The isolation between ports (S51) is kept higher than 13 dB. A
small ripple is observed here due to the fact that this port was
placed on a 90◦ orientation, which required the rotation of the
calibrated probe, causing small artifacts in the measurements.
Furthermore, measurements follow simulation trends.

C. APN-based STPS

To characterize the APN-based STPS, a dc probe card was
used together with the G-S-G probe to proper bias and control
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SP4T.
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Fig. 21. Simulated and measured (a) S-parameters of all setting of the PS
and (b) S21 zoom in the 5G bands.

the device. To simplify characterization, the input pad capac-
itance was part of the matching network, thus de-embedding
was not necessary here. The measured S-parameters of the
PS for all settings are pictured in Fig. 21(a). S21 has a large
variation across the band, from -5 dB up to -16 dB. However,
when zoomed in the 5G bands, as pictured in Fig. 21(b), the
variation is much smaller, around 2 dB from 24-30 GHz and
2.7 dB from 37-43 GHz. At 28 GHz a loss of 7.4± 0.26 dB
is observed for all settings, while at 39 GHz the losses are
10 ± 0.22 dB. Both S11 and S22 are kept < −10 dB up to

Fig. 22. Simulated and measured insertion phase and phase-difference of all
setting of the PS, with a phase-difference zoom in the 5G bands.

44 GHz, and < −7 dB up to 50 GHz for all settings. The
return losses are limited by the SP4T switch performance.
When compared to simulation, S21, S11 and S22 all follow
the trend from simulations, with S21 showing an absolute IL
difference of ≈ 1 dB, likely due to simplifications in the EM
model.

The insertion phase and phase difference (∆φ) for all
settings is presented in Fig. 22. As expected, both curves have
a similar behavior as the APN curves. Once again, a clear
swing around the ideal phase state values (45◦, 90◦ and 135◦)
is observed. A zoom in the 5G bands is also pictured in Fig. 22,
which shows a nearly constant phase-difference. Although the
average ∆φ does not match perfectly the ideal phase state
values (from 24-30 GHz, 0◦ 40◦, 91◦ and 140◦; from 37-43.5
GHz, 0◦ 42◦, 93.5◦ and 144.8◦) the phase variation around
the average is kept < ±1◦ from 24-30 GHz and < ±0.9◦

from 37-43 GHz. The phase error between ideal and obtained
phase-states is pictured in Fig. 23, which is kept under 11.25◦

from 15-47 GHz. The bandwidth where the phase error is
< 1/2 LSB (22.5◦) is from 14-50 GHz. The phase error at
28 GHz is < 5.2◦ and < 10.7◦ at 39 GHz. Measurements
follow closely the simulations for the phase-curves, with the
maximum difference below 6◦.

The RMS gain and phase error, defined previously, are
pictured in Fig. 24. The RMS gain error of the proposed PS
is < 0.5 dB up to 45 GHz and < 1 dB up to 51 GHz, with
an RMS gain error of 0.21 dB @ 28 GHz and 0.15 dB @
39 GHz. The RMS phase error is kept under 10◦ from 14-50
GHz, with a RMS phase error of 3.6◦ at 28 GHz and 5.9◦ at
39 GHz. Measurements also follow simulations for the RMS
errors.
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Fig. 23. Simulated and measured phase error for all setting of the PS.
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Fig. 24. Simulated and measured RMS gain and phase error of the PS.

As the broadband capabilities of the proposed PS are
directed towards covering a broad range of possible 5G fre-
quency channels rather than being used for a single broadband
signal, an important assessment is to observe the behavior of
the proposed design w.r.t. various channel bands. To evaluate
the behavior within individual channels, we have divided the
14-50 GHz frequency range into 800 MHz slots, from 14 to
50 GHz, and observed both IL and phase error behavior for
all PS settings within these slots by splitting both quantities
into a mean error over the channel (IL and ε, respectively)
and a variation over that mean (∆IL and ∆ε, respectively).
Therefore, for the k’th channel, we can describe IL by IL[k] =
IL[k] ± ∆IL[k] and phase error by ε[k] = ε[k] ± ∆ε[k].
Ideally, the IL and phase difference within a slot should
remain constant to guarantee a uniform beamforming and low
distortion effects, thus ∆ε and ∆IL should be as small as
possible.

Both IL[k] and ε[k] can be easily evaluated through Fig. 21
and 23. For ∆IL[k] and ∆ε[k], the maximum between all
settings is plotted per channel in Fig. 25. The proposed PS
achieved a ∆IL of < 0.25 dB from 14 up to 43 GHz, and a ∆ε
of < 1◦ from 17 up to 47 GHz. For every 800 MHz channel
across the whole 14 to 50 GHz frequency range, the ∆ε was
kept under < 2◦ and ∆IL was kept under 0.5 dB. When the
5G main bands are considered, ∆ε < 0.26◦ and ∆IL < 0.16
dB from 24-30 GHz and ∆ε < 0.39◦ and ∆IL < 0.23 dB
from 37-43.5 GHz.

The performance of the APN-based STPS is compared
with SOTA mm-wave phase shifters in Table III. We present
our bandwidth based on having the maximum phase error
under 1/2 LSB, which means the phase-states are still dis-
tinguishable from each other. The proposed PS achieved the

Fig. 25. Maximum measured IL and phase error variation over mean (∆IL

and ∆ε) values for every 800 MHz frequency slot across the PS frequency
operation range. Values are plotted w.r.t. the center frequency of the 800 MHz
frequency slot.

highest bandwidth, in percentage, reported for mm-wave 5G
applications in the literature, to the best of our knowledge.
We have also highlighted the performance within the 5G
bands (24-30 GHz and 37-43 GHz). Notice a very competitive
performance within those bands even when compared with
smaller technology nodes. The main drawback of the APN
based approach is the area, which is a point of improvement
for future designs.

VI. CONCLUSION

This paper presented an ultra broad-band APN based STPS
for 5G mobile applications. The requirements from the ap-
plication were discussed to justify the proposed topology, a
2-bit, 45◦ resolution PS with four APNs in parallel. To allow
parallelization of APNs, the linear-phase APNs synthesis was
revisited and placed in an up to date context, and a bandwidth
alignment procedure was proposed. Using the procedure, the
APN based STPS was presented, which achieved a band-
width from 14 to 50 GHz, the highest bandwidth reported
in literature for mm-wave PSs, to the best knowledge of the
authors. The proposed solution also achieved a competitive
insertion loss when compared band-to-band with literature,
while consuming zero static power.
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