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Abstract

In this paper we provide a detailed study of a general family of asymmetric
densities. In the general framework we establish expressions for important charac-
teristics of the distributions, and discuss estimation of the parameters via method-
of-moments as well as maximum likelihood estimation. Asymptotic normality re-
sults for the estimators are provided. The results under the general framework are
then applied to some specific examples of asymmetric densities. The use of the
asymmetric densities is illustrated in real data analysis.
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1 Introduction

Although the normal or bell-shape density is the most standard reference density, to-
gether with the Student’s-t density when heavier tails seem to be more appropriate, the
symmetry of both densities makes them unsuitable for many applications. Investment
return data and household income data are just a few examples of data that can only
be described appropriately with asymmetric distributions. Simon (1955) realized the
importance of asymmetric distributions in sociology, economics, and in many biological
phenomena. Apart from the classical asymmetric distributions such as the log-normal, the
chi-squared, and the Fisher distributions, there are many classes of non-classical asym-
metric distributions that have been proposed in the literature.
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ven. The third author acknowledges support from the Flemish Science Foundation (FWO research grant
1518917N), and from the Special Research Fund (Bijzonder Onderzoeksfonds) of Hasselt University.
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One can distinguish some major different approaches for constructing asymmetric
distributions. We briefly review these. Azzalini (1985, 1986, 2005) proposed a general
class of skew distributions with probability density function

fλ(y) = 2Π(λy)f(y), (1.1)

where f(y) is a given density, symmetric around 0, and Π(y) is an absolutely continuous
distribution function with probability density function Π′(y) that is symmetric around 0.
The real-valued parameter λ determines together with f and Π the specific element in
this class of asymmetric densities.

Another approach towards transforming a symmetric distribution into a skew distri-
bution was proposed by Fernández and Steel (1998). For a given unimodal and symmetric
around 0 density f and a scalar index γ ∈ (0,+∞), a density in this class of skew distri-
butions is defined by

fγ(y) =
2

γ + 1
γ





f(γy) if y ≤ 0

f( y
γ
) if y > 0.

(1.2)

Arellano-Valle et al. (2005) proposed a general family of skew distributions that
includes (1.2) as a special case. For a given symmetric around 0 density f , a real-valued
parameter α, and positive asymmetric functions a(·) and b(·), a density in this family is
defined as

fα(y) =
2

a(α) + b(α)





f( y
b(α)

) if y ≤ 0

f( y
a(α)

) if y > 0.
(1.3)

When taking a(α) = b(α), the density fα(y) reduces to a symmetric density.
For constructing an asymmetric density, Nassiri and Loris (2013) start from a given

symmetric around 0 density f , and positive real parameters λ1 and λ2, and define

fλ1,λ2(y) =
2λ1λ2
λ1 + λ2





f(λ1y) if y ≤ 0

f(λ2y) if y > 0.
(1.4)

For any λ1 = λ2 the density fλ1,λ2 is symmetric, with a special case fλ1,λ2 = f when
λ1 = λ2 = 1. When λ1 is larger (respectively smaller) than λ2 one gets a right-skew
(respectively left-skew) density. Note that the family of densities in (1.2) is a special case
of the more general family of Nassiri and Loris (2013) by taking λ1 = γ and λ2 =

1
γ
. The

Arellano-Valle et al. (2005) family given in (1.3) is also a special case of the Nassiri and
Loris (2013) family with λ1 =

1
b(α)

and λ2 =
1

a(α)
.

The family of asymmetric densities (1.4) is thus quite broad, and a detailed study
of it has not been done yet. A first aim of this paper is to establish general properties
for this interesting family of asymmetric densities. A first merit of studying the general
family (1.4), is that several known asymmetric densities can be seen as special cases of it,
with our study allowing to get probabilistic and statistical results on these. Secondly, and
more importantly, this study (i) reveals new insights for existing asymmetric densities
and fills in gaps in the literature; and (ii) provides a detailed study of properties of and
inference for many new asymmetric densities. When it comes to estimation, we focus on
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a special setting by taking λ1 = 1 − α and λ2 = α ∈ (0, 1), which allows for sufficient
modelling flexibility and avoids an additional parameter (to be estimated). In addition
this parametrization has important specific merits. Firstly, the parameters µ and φ are
orthogonal (see Remark 3.1). Secondly, symmetry of fλ1,λ2 is then equivalent to α = 0.5,
which facilitates for example the development of a test of symmetry. Thirdly, the location
parameter of the family corresponds to the αth-quantile of the distribution, which makes
the family very-well suited in studies where quantiles are a main focus, as opposed to a
single mean parameter.

Apart from studying the probabilistic properties of the general family of asymmetric
densities in (1.4), in Section 2.2, we also discuss estimation of the parameters in the
reduced family (λ1 = 1 − α and λ2 = α), and establish the asymptotic distributional
properties of the estimators, in Section 3. In Sections 4 and 5 we apply the general results
to the interesting special cases of asymmetric Laplace and normal densities. In Section
6 we illustrate the use of the discussed large class of families in a real data application.
Some further discussions are provided in Section 7. The Supplemental Material contains
additional results, including a small simulation study, proofs of some of the theoretical
results of Sections 2.2 and 3, a further extension of the statistical estimation part, a study
of asymmetric Student’s-t and asymmetric logistic densities, and an additional real data
example.

2 Quantile-based asymmetric family of densities

2.1 Location-scale asymmetric family

In (1.4) the reference symmetric density f is considered to be a standard version of
the density in a location-scale family of densities, such as a standard normal density, a
standard Laplace density, a standard Cauchy density. By introducing a location parameter
µ ∈ R and a scale parameter φ > 0, we obtain

fλ1,λ2(y;µ, φ) =
2λ1λ2

φ(λ1 + λ2)





f
(
λ1(

µ−y
φ
)
)

if y ≤ µ

f
(
λ2(

y−µ
φ
)
)

if y > µ.
(2.1)

where λ1, λ2 ∈ R
+. With µ = 0 and φ = 1 this reduces to (1.4).

In a recent review of existing asymmetric densities Jones (2015) classified these into
four families. The family given in (2.1) is a member of what he termed as Family 3A asym-
metric densities (“Transformation of Scale including Two-piece”) which takes the form
fS(y) = 2f(W−1(y)), with f a density in a location-scale family of symmetric densities.
Indeed, by taking

W−1(y) =
φ(λ1 + λ2)

λ1λ2

∣∣∣y − µ

φ

∣∣∣
{
λ1I(y ≤ µ) + λ2I(y > µ)

}
,

with I(A) denoting the indicator function (i.e. I(A) = 1 if A holds, and 0 otherwise), we
get the density in (2.1).

The following proposition formally states that the above family of densities consti-
tutes a location-scale family, as soon as f is an element of a location-scale family.

Proposition 2.1. Suppose that f belongs to a location-scale family of symmetric densi-
ties. If Y ∼ fλ1,λ2(·;µ, φ), then, for any β0, β1 ∈ R, β0 + β1Y ∼ fλ1,λ2(·; β0 + β1µ, |β1|φ).
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2.2 Properties of the asymmetric family of densities

Consider a random variable Y with density fλ1,λ2(·;µ, φ) in (2.1). In this section we
provide explicit expressions for (i) the cumulative distribution function of Y and the βth-
quantile of Y (in Theorem 2.1); (ii) the central moments of Y (in Theorem 2.2); and (iii)
the characteristic function of Y (in Theorem 2.3). Denote by F and F−1 respectively the
cumulative distribution and quantile function of the standard symmetric around 0 density
f . The symmetry property of f implies that F (0) = 0.5 and F−1(0.5) = 0. The proofs of
Theorems 2.1 and 2.2 are provided in the Supplemental Material.

Theorem 2.1. If Y is a random variable with asymmetric density fλ1,λ2(·;µ, φ) as in (2.1),
then the cumulative distribution function of Y equals

Fλ1,λ2(y;µ, φ) =





2λ2

λ1+λ2
F
(
λ1(

y−µ
φ
)
)

if y < µ

λ2−λ1

λ1+λ2
+ 2λ1

λ1+λ2
F
(
λ2(

y−µ
φ
)
)

if y ≥ µ,
(2.2)

and for any β ∈ (0, 1), the βth-quantile of Y is given by

F−1
λ1,λ2

(β) =





µ+ φ
λ1
F−1

(β(λ1+λ2)
2λ2

)
if β < λ2

λ1+λ2

µ+ φ
λ2
F−1

(
β(λ1+λ2)+(λ1−λ2)

2λ1

)
if β ≥ λ2

λ1+λ2
,

(2.3)

with in particular

F−1
λ1,λ2

(
λ2

λ1 + λ2

)
= µ. (2.4)

Furthermore, F−1
λ1,λ2

(0) is the minimum and F−1
λ1,λ2

(1) is the maximum value of Y .

For the special standard setting that µ = 0 and φ = 1, expressions (2.2) and (2.3)
can be found in Nassiri and Loris (2013).

We next investigate central moments of Y about µ. Generally, Y has finite rth order
moment (r ∈ R) if and only if a corresponding moment of the symmetric density f exists.
This is formally stated in Theorem 2.2. Of special interest are the expressions for the
mean E(Y ), the variance Var(Y ), the skewness and the kurtosis of Y , with the latter two
defined as respectively

γsk =
E
[
(Y − E(Y ))3

]

{E[(Y − E(Y ))2]}
3
2

and γku =
E
[
(Y − E(Y ))4

]
{
E
[
(Y − E(Y ))2

]}2 . (2.5)

Theorem 2.2. If Y is a random variable with asymmetric density fλ1,λ2(·;µ, φ) as in (2.1),
then the rth central moment of Y about µ , with r ∈ R, is given by

E(Y − µ)r =
φr

(λ1 + λ2)

[λr+1
1 + (−1)rλr+1

2

λr1λ
r
2

]
µr,

where

µr = 2

∫ ∞

0

srf(s)ds. (2.6)
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Furthermore, the mean, variance, skewsness and kurtosis are given by, respectively

E(Y ) = µ+
φ(λ1 − λ2)

λ1λ2
µ1 (2.7)

Var(Y )
not.
= V (Y ) =

φ2

λ21λ
2
2

[(λ1 − λ2)
2(µ2 − µ2

1) + λ1λ2µ2]

γsk =
(λ1 − λ2)[(λ1 − λ2)

2(µ3 − 3µ1µ2 + 2µ3
1) + λ1λ2(2µ3 − 3µ1µ2)]

[(λ1 − λ2)2(µ2 − µ2
1) + λ1λ2µ2]

3
2

(2.8)

and

γku =
(λ5

1 + λ5
2)µ4 − (λ1 + λ2)(λ1 − λ2)

2[4(λ2
1 + λ2

2)µ1µ3 − 6(λ2
1 − λ1λ2 + λ2

2)µ
2
1µ2 + 3(λ1 − λ2)

2µ4
1]

(λ1 + λ2)[(λ1 − λ2)2(µ2 − µ2
1) + λ1λ2µ2]2

.

(2.9)

Remark 2.1. Note from (2.8) and (2.9) that the skewness and the kurtosis do not depend
on the parameters µ and φ, but only on λ1 and λ2, and on the moment-type quantities
(µ1, µ2, µ3 and µ4) of the reference symmetric density f .

Theorem 2.3 provides the expression for the characteristic function of the asymmetric
density (2.1).

Theorem 2.3. If Y is a random variable with asymmetric density fλ1,λ2(·;µ, φ) as in (2.1),
then the characteristic function of Y is given by

ϕ(t) =
2eitµ

(λ1 + λ2)

[
λ2ϕ

+
(
− φt

λ1

)
+ λ1ϕ

+
(φt
λ2

)]
,

where

ϕ+(t) =

∫ ∞

0

eityf(y)dy. (2.10)

Proof. The calculation is straightforward using changes of variables:

E[eitY ] =

∫ ∞

−∞
eityfλ1,λ2(y;µ, φ)dy

=
2λ2

(λ1 + λ2)
eitµ

∫ ∞

0

e
i(− φt

λ1
)x
f(x)dx+

2λ1
(λ1 + λ2)

eitµ
∫ ∞

0

e
i( φt

λ2
)z
f(z)dz

=
2eitµ

(λ1 + λ2)

[
λ2ϕ

+
(
− φt

λ1

)
+ λ1ϕ

+
(φt
λ2

)]
.

It is of interest to look at the basic idea underlying the construction of the asymmetric
density (2.1). With f a symmetric density, the basic idea is to introduce scale factors
λ1 and λ2 in the positive and the negative orthants (with respect to µ) such that the
resulting density retains the mode µ. From the expression of the cumulative distribution
function in Theorem 2.1 it is easy to see that

P (Y > µ)

P (Y ≤ µ)
=
λ1/(λ1 + λ2)

λ2/(λ1 + λ2)
=
λ1
λ2
, (2.11)
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or equivalently
λ2 P (Y > µ) = λ1 P (Y ≤ µ).

from which it is clear that λ1 and λ2 control the allocation of mass to each side of the
mode µ.

In this paper we focus in particular on the setting when λ1 = 1−α and λ2 = α ∈ (0, 1).
In this case the asymmetric density is given by

fα(y;µ, φ) =
2α(1− α)

φ





f
(
(1− α)(µ−y

φ
)
)

if y ≤ µ

f
(
α(y−µ

φ
)
)

if y > µ
(2.12)

and (2.11) reduces to

P (Y > µ)

P (Y ≤ µ)
=

1− α

α
⇐⇒ α P (Y > µ) = (1− α)P (Y ≤ µ),

with now only α controling the mass allocation in the density to the left and the right of
the mode µ. From expression (2.2) in Theorem 2.1 we also know that, with λ1 = 1−α and
λ2 = α, the quantile of order α is equal to µ, the location parameter. As such, the family
of asymmetric densities in (2.12) is tailored towards quantiles, with the αth-quantile its
location parameter.

Remark 2.2. For the well known family of densities (1.2) studied by Fernández and Steel
(1998), which corresponds to taking λ1 = γ and λ2 =

1
γ
, the ratio (2.11) becomes γ2. One

may be tempted to think of (2.12) with µ = 0 and φ = 1 as a reparametrization of (1.2),
by simply matching the expression for P (Y > µ)/P (Y ≤ µ), which yields α = 1

1+γ2 , a

one-to-one transformation between R
+ to (0,1). This is of course not true. Using the

above transformation, the density (2.12) yields the density

fγ(y) =
2γ2

(1 + γ2)2





f( γ2y
1+γ2 ) if y ≤ 0

f( y
1+γ2 ) if y > 0

which is clearly different from the density in (1.2).

From the previous theorems, we easily deduce the following properties for the family
of asymmetric densities in (2.12).

Corollary 2.1. If Y is a random variable with asymmetric density fα(·;µ, φ) in (2.12),
then

(i). the cumulative distribution function of Y is given by

Fα(y;µ, φ) =





2αF
(
(1− α)(y−µ

φ
)
)

if y < µ

2α− 1 + 2(1− α)F
(
α(y−µ

φ
)
)

if y ≥ µ.

and for any β ∈ (0, 1), the βth-quantile of Y is

F−1
α (β) =





µ+ φ
1−α

F−1
(

β
2α

)
if β < α

µ+ φ
α
F−1

(
1+β−2α
2(1−α)

)
if β ≥ α,

with in particular F−1
α (α) = µ.

6



(ii). Furthermore, the rth central moment of Y about µ, with r ∈ R, is

E(Y − µ)r = φr
[(1− α)r+1 + (−1)rαr+1

αr(1− α)r

]
µr = φrkr

where we denoted

kr =
[(1− α)r+1 + (−1)rαr+1

αr(1− α)r

]
µr. (2.13)

In particular, the mean, variance, skewsness and kurtosis of Y are, respectively

E(Y ) = µ+
φ(1− 2α)µ1

α(1− α)
(2.14)

V (Y ) =
φ2

α2(1− α)2
[(1− 2α)2(µ2 − µ2

1) + α(1− α)µ2]. (2.15)

γsk =
(1− 2α)[(1− 2α)2(µ3 − 3µ1µ2 + 2µ3

1) + α(1− α)(2µ3 − 3µ1µ2)]

[(1− 2α)2(µ2 − µ2
1) + α(1− α)µ2]

3
2

, (2.16)

and

γku =

[
(1− α)5 + α5

]
µ4 − (1− 2α)2

[
4(1− 2α+ 2α2)µ1µ3 − 6(1− 3α+ 3α2)µ2

1µ2 + 3(1− 2α)2µ4
1

]

[(1− 2α)2(µ2 − µ2
1) + α(1− α)µ2]2

.

(iii). The characteristic function of Y is given by

ϕ(t) = 2eitµ
[
αϕ+

(
− φt

1− α

)
+ (1− α)ϕ+

(φt
α

)]
.

In the sequel we focus on the family of quantile-based asymmetric densities in (2.12).

3 Parameter estimation in the quantile-based asym-

metric family of densities

Let Y1, . . . , Yn be an i.i.d. sample from Y with density (2.12). For a given reference
symmetric around 0 density f and a given index-parameter α ∈ (0, 1), the asymmetric
density (2.12) depends on two parameters µ and φ. A first aim in this section is to provide
estimators for the parameters µ and φ. A secondary aim is also to consider estimation of
the index-parameter α. We discuss maximum likelihood estimation as well as estimation
via a method-of-moments.

3.1 Method-of-moments estimation

When α is known, we consider the first two moments of Y to obtain method-of-moments
estimators for µ and φ. Expressions (2.14) and (2.15) lead to





E(Y ) = µ+ k1φ

E(Y 2) = µ2 + 2µk1φ+ k2φ
2

(3.1)
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where kr is defined in (2.13), and specifically k1 =
1−2α
α(1−α)

µ1 and k2 =
(1−α)3+α3

α2(1−α)2
µ2.

We need to invert the system of equations in (3.1). Squaring the first equation and
subtracting it from the second equation we get

E(Y 2)− (E(Y ))2 = (k2 − k21)φ
2 ⇐⇒ φ2 =

1

(k2 − k21)
{E(Y 2)− (E(Y ))2}. (3.2)

Substituting this expression for φ into the first equation in (3.1) leads to the inverted
system: 




µ = E(Y )− k1√
k2−k21

√
E(Y 2)− (E(Y ))2

φ = 1√
k2−k21

√
E(Y 2)− (E(Y ))2.

(3.3)

Note from (3.2) that k2 − k21 = φ−2V (Y ) > 0.
Based on an i.i.d. sample Y1, . . . , Yn from Y , method-of-moments estimators for µ

and φ are obtained by replacing the population moment E(Y j); j = 1, 2, . . . in the inverted
system of equations (3.3) by their empirical counterparts

Mj =
1

n

n∑

i=1

Y j
i j = 1, 2, . . .

which then leads to the method-of-moments estimators




µ̂n =M1 − k1√
k2−k21

√
M2 −M2

1

φ̂n = 1√
k2−k21

√
M2 −M2

1 .
(3.4)

When α is unknown, we have to consider a third population moment. Recall from its
definition (see (2.5)) that the skewness depends on the three first population moments.
From (2.16) we can also see that for a density (2.12), the skewness is a known function of
α, say h(α). A possible approach would thus be to estimate the skewness by replacing the
three first population moments by their empirical counterparts Mj, j = 1, 2, 3, leading
to an empirical estimate γ̂sk for the skewness. Assuming that the function h is invertible
(i.e., h−1(γsk) exists) then the index-parameter α can be estimated by solving

α̂(1)
n = h−1(γ̂sk). (3.5)

Alternatively, we can exploit the fact that for the density (2.12), it holds that P{Y ≤
µ} = Fα(µ;µ, φ) = α. This leads to the estimator

α̂(2)
n =

1

n

n∑

i=1

I(Yi ≤ µ̂n), (3.6)

with µ̂n as in (3.4). Since this estimator depends on µ̂n, method-of-moments estimators
for (µ, φ, α) are obtained via an iterative procedure. The estimate of α from equation
(3.5) could be a good initial value of α̂n for the iteration procedure.
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3.2 Maximum likelihood estimation

The likelihood function for the full vector of parameters (µ, φ, α) for density (2.12) is

Ln(µ, φ, α) =
[2α(1− α)

φ

]n n∏

i=1

[
f
(
(1− α)

(µ− Yi
φ

))]I(Yi≤µ)

×
[
f
(
α(
Yi − µ

φ

))]I(Yi>µ)

,

leading to the log-likelihood function

ln[Ln(µ, φ, α)] = n ln[2α(1− α)]− n ln(φ) +
n∑

i=1

I(Yi ≤ µ) ln
[
f
(
(1− α)

(µ− Yi
φ

))]

+
n∑

i=1

I(Yi > µ) ln
[
f
(
α(
Yi − µ

φ

))]
. (3.7)

The maximum likelihood estimator (MLE) of θ = (µ, φ, α)T is obtained as a solution to
the problem maxθ∈Θ ln[Ln(µ, φ, α)] where Θ = R×R

+ × (0, 1) is the parameter space of
θ. We assume throughout that the function f is a differentiable function.

If α is known and equals 0.5, then µ = F−1
α (α), i.e. the median of Y . In that case

the log-likelihood function is differentiable, with respect to µ and φ, and maximization is
straightforward.

If α is known but α 6= 0.5, or α is not known, then maximizing the log-likelihood
is not straightforward since the log-likelihood function is not differentiable with respect
to the parameter µ at the points µ = Yi. At points µ 6∈ {Y1, . . . , Yn} the log-likelihood
function is differentiable with respect to µ. In contrast, the log-likelihood function is
differentiable with respect to the parameter φ and the index-parameter α, at all points
of the domain. There is a package fmincon in MATLAB software for solving linear and
nonlinear constraints minimization problems with excellent (close to true value) initial
values. Ardalan et al. (2012) showed with a numerical example that this package may
fail to find the global maximum value, and proposed an algorithm to find the MLE for a
two-piece normal-Laplace distribution. We can generalize this algorithm to find the MLE
for the considered asymmetric family of densities. Assume throughout this section that
the reference symmetric density f is unimodal.

Let Y(1) ≤ Y(2) ≤ · · · ≤ Y(n) denote the order statistics associated to the i.i.d. sample
Y1, Y2, ..., Yn from Y . Denoting with µ̂ the MLE of µ, and assuming that Y(1) ≤ µ̂ ≤ Y(n),
we can proceed as follows

(i) given φ ∈ (0,∞) and α ∈ (0, 1), the function g1(µ) ≡ ln[Ln(µ, φ, α)] is a concave
function of µ ∈ (−∞,∞);

(ii) given µ ∈ (Y(1), Y(n)) and α ∈ (0, 1), let η = 1
φ
, the function g2(η) ≡ ln[Ln(µ, φ, α)]

is a concave function of η ∈ (0,∞);

(iii) given µ ∈ (Y(1), Y(n)) and φ ∈ (0,∞), the function g3(α) ≡ ln[Ln(µ, φ, α)] is a concave
function of α ∈ (0, 1).

Denote the left-hand derivative and right-hand derivative of the concave function g1(µ)
by g′1−(µ) and g′1+(µ), respectively. Let m be the first index in the set {1, . . . , n} for
which g′1+(Y(m)) ≤ 0, i.e g′1+(Y(m−1)) > 0. Then the following two cases can happen. (i)
If g′1+(Y(m))) = 0 and g′1−(Y(m))) = 0, then the function g1(µ) reaches its maximum at
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the point Y(m), i.e. µ̂ = Y(m). (ii) If g′1+(Y(m)) ≤ 0 and g′1−(Y(m))) < 0, it follows that
Y(m−1) < µ̂ < Y(m), since g

′
1+(Y(m−1)) > 0. But in this case g1(µ) is differentiable at µ̂,

with

g′1(µ̂) = g′1−(µ̂) = g′1+(µ̂) =
∂

∂µ

m−1∑

i=1

ln
[
f
(
(1− α)

(µ− Y(i)
φ

))]∣∣∣
µ=µ̂

+
∂

∂µ

n∑

i=m

ln
[
f
(
α(
Y(i) − µ

φ

))]∣∣∣
µ=µ̂

. (3.8)

Setting g′1(µ̂) = 0 based on equation (3.8), then leads to the MLE of µ in that second
case. Overall, denote the MLE by µ̂ = µ̂(φ, α).

Clearly, maximizing ln[Ln(µ, φ, α)] over φ ∈ (0,∞) is equivalent to maximizing the

function g2(η) over η ∈ (0,∞), where η = 1
φ
. For given (µ, α), the MLE of φ is φ̂(µ, α)

which is obtained by solving the equation ∂
∂φ

ln[Ln(µ, φ, α)] = 0. Similarly, for given

(µ, φ), the MLE of α is α̂(µ, φ) obtained by solving the equation ∂
∂α

ln[Ln(µ, φ, α)] = 0.
From the above it is clear that the maximum likelihood (ML) method results into an

iterative procedure, which needs of course some starting values. Since for given index-
parameter α, the parameter µ is nothing but the αth-quantile of Y , we consider as plau-
sible starting values for (α, µ) the values (α

(j)
0 , µ

(j)
0 ) = ( j

n
, Y(j)), for j = 1, . . . , n. For a

given starting value (α
(j)
0 , µ

(j)
0 ), we then first calculate φ̂(µ

(j)
0 , α

(j)
0 ), leading to starting

values for the whole parameter vector (µ, φ, α). We then iterate until convergence of the

procedure, to get to a first MLE for (µ, φ, α), which we denote by (µ̂(j), φ̂(j), α̂(j)). Run-

ning this computation for all n starting values, and calculating ln
[
Ln

(
µ̂(j), φ̂(j), α̂(j)

)]

for j = 1, . . . , n, we select as the MLE of (µ, φ, α), the value (µ̂(k), φ̂(k), α̂(k)), for which

ln
[
Ln

(
µ̂(k), φ̂(k), α̂(k)

)]
is maximal among the n values.

Obtaining the maximum likelihood estimators is computationally more involved than
calculating the method-of-moments estimators. See also Section 3.3.3 for a further dis-
cussion on and comparison of both estimation methods.

3.3 Asymptotic behaviour of the parameter estimators

We next investigate the asymptotic properties of both, the method-of-moments estimators
and the maximum likelihood estimators. We distinguish between the cases that the index-
parameter α is given, and the case that it is not given and needs to be estimated. Allowing
some mild notational ambiguity, we denote in the former case the unknown parameter
vector by θ = (µ, φ)T and its true value by θ0 = (µ0, φ0)

T ; whereas in the latter case this
is θ = (µ, φ, α)T and θ0 = (µ0, φ0, α0)

T respectively.
The proofs of Theorems 3.1 and 3.4 are deferred to the Appendix, whereas the proofs

of all other results are provided in the Supplemental Material.

3.3.1 Asymptotic behaviour of the method-of-moments estimator

Denote the true moments of Y by

µj,Y = µj,Y (θ0) ≡ E(Y j), j = 1, 2, 3, 4,
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and use the notation

µ∗
3,Y = µ∗

3,Y (θ0) ≡ P{Y ≤ µ0} = E [I{Y ≤ µ0}] = α0.

The method-of-moments estimator for (µ, φ), when the index-parameter α is known, is
given in (3.4). In case α is unknown, the additional estimator in (3.6) is used, and
the estimation procedure becomes an iterative one. In both cases, and for notational
ease, denote the method-of-moments (MoM) estimator by θ̂

(MoM)
n . Theorems 3.1 and 3.2

state the asymptotic normality result for θ̂
(MoM)
n , in case the index-parameter is known,

respectively not known. Herein Nk stands for a k-variate normal distribution.

Theorem 3.1. (Known index-parameter α)
If µ4,Y = E(Y 4) <∞, then

√
n(θ̂(MoM)

n − θ0)
d−→ N2(0,Γ(θ0)) as n→ ∞,

with

Γ(θ) =
φ2

4

1

(k21 − k2)
2

×


 k21k4 − k21k

2
2 − 4 k1k2k3 + 4 k32 2 k31k2 + 2 k21k3 − 5 k1k

2
2 − k1k4 + 2 k2k3

2 k31k2 + 2 k21k3 − 5 k1k
2
2 − k1k4 + 2 k2k3 k4 − 4 k41 + 8 k21k2 − 4 k1k3 − k22


 ,

(3.9)

where kr, for r = 1, 2, 3, 4, is as in (2.13).

Theorem 3.2. (Unknown index-parameter α)
Denote by µY (θ) = (µ1,Y (θ), µ2,Y (θ), µ

∗
3,Y (θ))

T the vector of population moments and
by Mn = (M1,M2,M

∗
3 )

T with M∗
3 = n−1

∑n
i=1 I{Yi ≤ µ}. Further, let m̄n(θ) = Mn −

µY (θ) = 1
n

n∑
i=1

m(Yi,θ) is a vector of moment restrictions which is non-differentiable

with respect to the unknown parameter, and denote the method-of-moments estimator
by θ̂

(MoM)
n . Assume that

(A1) θ̂
(MoM)
n is a consistent estimator of the true parameter θ0 = (µ0, φ0, α0)

T that satisfies

m̄n(θ̂
(MoM)
n ) = 0.

(A2) E[m̄n(θ)] is differentiable at θ0 with matrix of first order derivatives M such that
M is nonsingular.

(A3) Denote vn(θ0) =
1√
n

n∑
i=1

[m(Yi,θ0) − E(m(Yi,θ0))]. Assume that {vn(·) : n ≥ 1} is

stochastically equicontinuous.

(A4) The matrix S = E[m(Y,θ0)m(Y,θ0)
T ] exists.

Then we have
√
n(θ̂(MoM)

n − θ0)
d−→ N3(0,M

−1S(M−1)T ) as n→ ∞, (3.10)

where S = E[m(Y,θ0)m(Y,θ0)
T ].

Note that we have an explicit expression for the asymptotic variance-covariance ma-
trix Γ(θ0) in the known index-parameter case.
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3.3.2 Asymptotic behaviour of the maximum likelhood estimators

The true value θ0 of θ = (µ, φ, α)T is estimated by the MLE θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n )T

obtained as a maximizer of (3.7).
One of the requirements for applying asymptotic normality results from standard

maximum likelihood theory is that the objective function (the log-likelihood) is twice
continuous differentiable. However, the asymmetric density has a non-differentiable peak
at the mode µ, and hence the log-likelihood function ln[Ln(θ)] is non-differentiable at
the points Yi = µ. Therefore, the standard maximum likelihood asymptotic theory is
not directly applicable when one of the unknown parameters is µ, and one has to use
special asymptotic results which account for such an irregularity in the statistical model.
By relying however on fundamental results, such as Theorems 2.1 and 7.1 of Newey and
McFadden (1994) and Theorem 3 as well as its corollary in Huber (1967) we can still
establish the usual asymptotic properties for our maximum likelihood estimators. The
following assumptions are needed.

Assumptions:

(B1) Let ΘR = [−µu, µu] × [φl, φu] × [αl, αu], where |µu| < ∞, 0 < φl ≤ φ ≤ φu < ∞,

and 0 < αl ≤ α ≤ αu < 1, be a compact subset of Θ, and assume that θ0 ∈
◦

ΘR,

with
◦

ΘR the interior of ΘR.

(B2)
∫∞
0

∣∣ ln f(s)
∣∣f(s)ds <∞; where f(s) is the reference symmetric density.

(B3) γr =
∫∞
0
sr−1 · (f ′(s))2

f(s)
ds <∞ for r = 1, 2, 3.

(B4) lim
s→∞

sf(s) = 0 or
∫∞
0
sf ′(s)ds = −1

2
.

Theorem 3.3 guarantees the consistency of the maximum likelihood estimator, whereas
Theorem 3.4 establishes the asymptotic normality result.

Theorem 3.3. Under Assumptions (B1) and (B2), the MLE θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n )T

of θ is (weakly) consistent. That is, θ̂
(MLE)
n

P−→ θ0, as n→ ∞.

Before deriving the asymptotic distribution of the maximum likelihood estimator
θ̂
(MLE)
n , we establish some result on the score vector (in Proposition 3.1) and subsequently

derive the Fisher information matrix in Proposition 3.2.

Proposition 3.1. If Assumption (B4) holds, then the expectation with respect to the

true underlying distribution of the score vector for Y , denoted by ∂ ln fα(Y ;θ)
∂θ

, is zero, i.e.

E
[∂ ln fα(Y ;θ)

∂θ

]
θ=θ0

= 0.

Proposition 3.2. Suppose Assumptions (B3) and (B4) hold. Then the Fisher infor-

mation matrix I(θ) =
[
E
{

∂
∂θi

log fα(Y ;θ) · ∂
∂θj

log fα(Y ;θ)
}]

i,j=1,2,3
for θ = (µ, φ, α)T

is

I(θ) =




2α(1−α)γ1
φ2 0 −2γ2

φ

0 1
φ2 (2γ3 − 1) − (1−2α)(2γ3−1)

α(1−α)φ

−2γ2
φ

− (1−2α)(2γ3−1)
α(1−α)φ

[α3+(1−α)3]2γ3−(1−2α)2

α2(1−α)2


 . (3.11)
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Remark 3.1.

1. Note from the Fisher information matrix in (3.11) that the parameters µ and φ
are always orthogonal (see Cox and Reid, 1987). As consequences we mention: (i)
the ML estimates of µ and φ are asymptotically independent, (ii) the asymptotic
variance for estimating µ is the same whether φ is known or unknown. In addition
this orthogonality property may lead to simpler numerical determination of the ML
estimates for (µ, φ).

2. Note that the quantity γr, defined in Assumption (B3), is always a positive real
number.

Theorem 3.4. Suppose Assumptions (B1)—(B4) hold. Then the MLE θ̂
(MLE)
n is asymp-

totically normally distributed with mean 0 and variance-covariance matrix [I(θ0)]
−1:

√
n(θ̂(MLE)

n − θ0)
d−→ N3(0, I(θ0)

−1) as n→ ∞,

where I(θ) is the Fisher information matrix given in (3.11), with inverse

I(θ)−1 =




γ3φ2

2α(1−α)(γ1γ3−γ2
2)

(1−2α)γ2φ2

2α(1−α)(γ1γ3−γ2
2)

γ2φ
2(γ1γ3−γ2

2)

(1−2α)γ2φ2

2α(1−α)(γ1γ3−γ2
2)

[I(θ)−1]22
(1−2α)γ1φ

2(γ1γ3−γ2
2)

γ2φ
2(γ1γ3−γ2

2)

(1−2α)γ1φ

2(γ1γ3−γ2
2)

α(1−α)γ1
2(γ1γ3−γ2

2)




where

[I(θ)−1]22 =
(6α2γ1γ3 + 2 γ2

2α2 − 4α2γ1 − 6α γ1γ3 − 2 γ2
2α + 4α γ1 + 2 γ1γ3 − γ1)φ

2

2α(1− α)(2γ3 − 1)(γ1γ3 − γ22)
.

If α is known, then the asymptotic variance-covariance matrix of the MLE θ̂n = (µ̂
(MLE)
n , φ̂

(MLE)
n )T

of (µ, φ)T is

I(θ)−1 =




φ2

2α(1−α)γ1
0

0 φ2

2 γ3−1


 . (3.12)

If φ and α are both known, then the asymptotic variance (abbreviated AVar) of µ̂
(MLE)
n is

AVar(µ̂
(MLE)
n ) = φ2

2α(1−α)γ1
.

Note that for the ML estimation method we also have a closed-form expression for the
asymptotic variance-covariance matrix when the index-parameter α is unknown. Since
in case α known we have closed-form expressions for the asymptotic variance-covariance
for both estimation methods, we can compare the performances of the estimators. See
Section 3.3.3.

3.3.3 Comparison between asymptotic properties of MoM and MLE estima-
tors

Suppose that the index-parameter α is given (fixed). From the expressions for the asymp-
totic variances of the method-of-moments and the maximum likelihood estimators for µ
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and φ, provided in (3.9) and (3.12), respectively, we obtain that

RAVar(µ̂n) ≡
AVar(µ̂

(MoM)
n )

AVar(µ̂
(MLE)
n )

=
α (1− α) (k21k4 − k21k

2
2 − 4 k1k2k3 + 4 k32) γ1

2 (k2 − k21)
2 ,

and

RAVar(φ̂n) ≡
AVar(φ̂

(MoM)
n )

AVar(φ̂
(MLE)
n )

=
(k4 − 4 k41 + 8 k21k2 − 4 k1k3 − k22)(2γ3 − 1)

4 (k2 − k21)
2 .

Recall the definition of kr in (2.13), denote kr(α) = (1 − α)r+1 + (−1)rαr+1, and write
kr = {kr(α)/[α(1− α)]r} µr. Further noting that kr(α) = (1−α)r+1− (−α)r+1 and using
the polynomial identity an−bn = (a−b)(an−1+an−2b+. . .+abn−2+bn−1), for a, b ∈ R and
n ∈ N, reveals that kr(α), for r an integer, is a polynomial of degree r in α. Specifically,
we find

k1(α) = 1− 2α k3(α) = 1− 4α + 6α2 − 4α3

k2(α) = 1− 3α + 3α2 k4(α) = 1− 5α + 10α2 − 10α3 + 5α4.
(3.13)

With the above notations we get

RAVar(µ̂n) =
k21(α)k4(α)µ

2
1µ4 − k21(α)k

2
2(α)µ

2
1µ

2
2 − 4k1(α)k2(α)k3(α)µ1µ2µ3 + 4k32(α)µ

3
2

2
(
k2(α)µ2 − k21(α)µ

2
1

)2
α(1− α)

γ1

(3.14)

RAVar(φ̂n) =
k4(α)µ4 − 4k41(α)µ

4
1 + 8k21(α)k2(α)µ

2
1µ2 − 4k1(α)k3(α)µ1µ3 − k22(α)µ

2
2

4
(
k2(α)µ2 − k21(α)µ

2
1

)2 (2γ3 − 1).

(3.15)

The quantity AVar(µ̂
(MoM)
n )/AVar(µ̂

(MLE)
n ) in (3.14) is thus the ratio of a polynomial of

degree six in α and, in the denominator, a polynomial of degree 4 in α multiplied with
the factor α(1−α). The quantity AVar(φ̂

(MoM)
n )/AVar(φ̂

(MLE)
n ) in (3.15) is the ratio of two

polynomials of degree four in α.
Note that kr(0) = 1, for all r; kr(1) = −1, for r odd, and kr(1) = 1, for r even;

kr(0.5) = 0 for r odd, and kr(0.5) = 0.5r for r even. With this knowledge it is easy to
find some details of the behaviour of the ratio’s in (3.14) and (3.15). The denominator in
(3.14) contains the factor α(1 − α) and as such equals zero when α either tends to 0 or
1. The numerator in (3.14) however stays finite for both limiting α values. As a conse-
quence the limit of (3.14) is infinite when α either tends to zero or one. Furthermore, the
limiting cases for α = 0 and α = 1 cöıncide because of the appearance of k1(α) and k3(α)
either in a squared version or the product of both quantities, such that the differences
in signs in the two limiting cases do not enter. Table 3.1 details the behaviour of the
quantities AVar(µ̂

(MoM)
n )/AVar(µ̂

(MLE)
n ) and AVar(φ̂

(MoM)
n )/AVar(φ̂

(MLE)
n ), when α tends to

zero or one, and when α = 0.5, in which case we are back to the setting of the reference
symmetric density.

Table 3.1: General behaviour of RAVar(µ̂n) and RAVar(φ̂n) for α = (limαց0, 0.5, limαր1).

α α = 0.5 limαց0 and limαր1

RAVar(µ̂n) 2µ2γ1 +∞

RAVar(φ̂n)
µ4 − µ2

2

4µ2
2

γ1
µ4 − 4µ4

1 + 8µ2
1µ2 − 4µ1µ3 − µ2

2

4(µ2 − µ2
1)

2
(2γ3 − 1)
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A possible loss in efficiency should be considered together with the computational
advantage of the method-of-methods estimators.

3.4 Examples

Special and appealing choices for the reference symmetric (around 0) density f in (2.12)
are: the standard normal density, the Student’s-t density with ν degrees of freedom, the
standard logistic density and the standard Laplace density. We refer to the resulting
asymmetric densities as the asymmetric normal, Student-t, logistic and Laplace densities,
abbreviated as AND, ATD, ALD, ALaD. See Sections 5, S.5, S.6 and 4 respectively.

Application of Theorems 2.1, 2.2 and 2.3, and Corollary 2.1 to the setting of specific
examples, requires evaluation of the following characteristic quantities of the reference
symmetric density f :

• for applying Theorem 2.1 we need to evaluate expressions for the cumulative distri-
bution function and the quantile function;

• for Theorem 2.2 we need the values for µr, defined in (2.6), for r = 1, 2, 3, 4;

• for Theorem 2.3 we need to calculate the function ϕ+(·) defined in (2.10).

Table S.1 in the Supplemental Material lists the quantities f , F , F−1, µr, for r = 1, 2, 3, 4,
and ϕ+ for the above examples of reference symmetric densities.

For the application of Theorems 3.1, 3.2 and 3.4, we need to verify the assumptions,
which also involves calculation of the quantities γ1, γ2 and γ3 (see Assumption (B3)). In
Table S.1 in the Supplemental Material we also include the values of these quantities for
the special examples of reference symmetric densities.

The information in Tables 3.1 and S.1 allows to study the behaviour of the ratio’s
RAVar(µ̂n) = AVar(µ̂

(MoM)
n )/AVar(µ̂

(MLE)
n ) and RAVar(φ̂n) = AVar(φ̂

(MoM)
n )/AVar(φ̂

(MLE)
n )

for these special cases of densities. See Tables S.2 and S.3 (in the Supplemental Material).

From Table S.3 it is clearly seen that the ratio’s between the asymptotic variance of θ̂
(MoM)
n

and θ̂
(MLE)
n are always equal for α and (1 − α). In Figure 4.1 a plot of RAVar(µ̂n) and

RAVar(φ̂n) for the asymmetric Laplace density is given. See further Section 4.3.3.

For given α, the asymptotic variance of µ̂
(MLE)
n for asymmetric normal and Laplace

densities equals φ2

α(1−α)
since γ1 = 0.5 for both densities. The asymptotic variance of µ̂

(MoM)
n

is just double that of µ̂
(MLE)
n for an asymmetric Laplace distribution in case α = 0.5. On

the other hand, for an asymmetric normal distribution in case of α = 0.5 (i.e. for a

symmetric normal distribution) the asymptotic variance of µ̂
(MoM)
n equals that of µ̂

(MLE)
n .

For an asymmetric Student’s-t distribution with a large value of ν, the value of RAVar(θ̂n)
is very close to that for an asymmetric normal distribution, as can be seen from Tables
S.2 and S.3.

It should be mentioned that Table S.2 not only provides insights in a comparison
between the asymptotic variances of maximum-likelihood and method-of-moments esti-
mators for the family of asymmetric densities in general, but also reveals new insights
about the comparison of the two estimation methods for classical symmetric densities:

• for a normal density, both estimators have the same asymptotic efficiency;

• for a logistic density, the MLE are slightly more efficient (ratio’s close to one);
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• for a Laplace density, the loss in efficiency when using the method-of-moments
estimator is less for the scale estimator than for the location estimator.

In the next sections we look in detail into two special cases of families of asymmetric
densities, and apply the general results to these. Two other cases are studied in Sections
S.5 and S.6 in the Supplemental Material. In each case we start by discussing the re-
lationship with densities in the literature, highlight differences, and emphasize the new
insights gained. We provide the properties of the related densities in (2.1), and discuss
the results on MoM and ML estimators for parameters of densities (2.12).

4 Quantile-based asymmetric Laplace densities

In the last several decades, a lot of research has been done on various forms of asymmetric
Laplace distributions. For a general discussion on these see for example the book by Kotz
et al. (2001). Hinkley and Revankar (1977) proposed an asymmetric double exponential
(Laplace) density and discussed ML parameter estimation establishing asymptotic nor-
mality results in the context of Pareto law underreported data. Kozubowski and Podgórski
(1999) showed that an asymmetric Laplace density is a mixture of two exponential densi-
ties with two different rates. In this section, we briefly review contributions to asymmetric
Laplace distributions, showing that all can be viewed as special cases of the asymmetric
family of densities in (2.1). Important is that the application of our general results in
Sections 2.2 and 3 allow us to find existing results for asymmetric Laplace densities as
special cases, and moreover to complete important existing gaps in the literature.

4.1 Definition of the asymmetric Laplace densities

With the symmetric density f a standard Laplace density as indicate in Table S.1, the
four-parameter asymmetric Laplace density resulting from (2.1) is given by

fλ1,λ2(y;µ, φ) =
λ1λ2

φ(λ1 + λ2)





e−λ1

(
µ−y
φ

)
if y ≤ µ

e−λ2

(
y−µ
φ

)
if y > µ,

(4.1)

and the three-parameter asymmetric Laplace density obtained from (2.12) is

fα(y;µ, φ) =
α(1− α)

φ





e−(1−α)
(

µ−y
φ

)
if y ≤ µ

e−α
(

y−µ
φ

)
if y > µ.

(4.2)

If Y has density (4.1) (respectively (4.2)), we denote Y ∼ ALaD(µ, φ, λ1, λ2) (respectively
Y ∼ ALaD(µ, φ, α). The meaning of the location parameter is given by (2.4), revealing
the quantile link for the location parameter. Yu and Zhang (2005) also considered the
asymmetric Laplace densities in (4.1) and (4.2), and discussed MLE.

There are several reparametrizations of the asymmetric Laplace density in (4.2) in the
literature; see Kotz et al. (2001). For example, by reparameterizing the scale parameter
φ = α

β
, the density (4.2) becomes

fα(y;µ, β) = β(1− α)





e−
β(1−α)

α
(µ−y) if y ≤ µ

e−β(y−µ) if y > µ.
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which was proposed by Hinkley and Revankar (1977, eq. (5)). Another popular asym-
metric Laplace density was proposed by Kotz et al. (2002), and is defined as

fκ(y;µ, σ) =

√
2

σ

κ

1 + κ2





e−
√
2

σκ
(µ−y) if y ≤ µ

e−
√
2κ
σ

(y−µ) if y > µ,
(4.3)

which is also a reparameterization of the density (4.2) with α = κ2

1+κ2 and φ = κσ√
2(1+κ2)

.

An important advantage of the density in (4.2) is that the location parameter µ equals
the αth-quantile of the distribution. Furthermore, the parametrization in (4.2) leads to
orthogonality of the parameters µ and φ. See Remarks 3.1 and 4.1.

4.2 Properties of the asymmetric Laplace densities

Applying Theorems 2.1, 2.2 and 2.3, and Corollary 2.1 to the setting of Section 4.1, we find
the properties of the densities in (4.1) and (4.2). For convenience we collected the findings
in Table 4.1. Since most properties are available in the literature we do not provide details
on the derivations here. For φ = 1, results for the three and four parameter density are
provided in Yu and Zhang (2005); and for the three parameter density they are also in
Poiraud-Casanova and Thomas-Agnan (2000).

Table 4.1: Properties of asymmetric Laplace densities.

Four parameter density Three parameter density

Property in (4.1) in (4.2)

cumulative
distrib. function Fλ1,λ2

(y;µ, φ) Fα(y;µ, φ)

function =





λ2

λ1+λ2
eλ1(

y−µ
φ

) if y ≤ µ

1− λ1

λ1+λ2
e−λ2(

y−µ
φ

) if y > µ
=





αe(1−α)( y−µ
φ

) if y ≤ µ

1− (1− α)e−α( y−µ
φ

) if y > µ

quantile F−1
λ1,λ2

(β) F−1
α (β)

function =





µ+ φ
λ1

ln
(

β(λ1+λ2)
λ2

)
if β ≤ λ2

(λ1+λ2)

µ− φ
λ2

ln
(

(1−β)(λ1+λ2)
λ1

)
if β > λ2

(λ1+λ2)

=





µ+ φ
1−α

ln
(
β
α

)
if β ≤ α

µ− φ
α
ln
(
1−β
1−α

)
if β > α

central moment

E(Y − µ)r φr

(λ1+λ2)

[
λ
r+1

1
+(−1)rλr+1

2

λr
1
λr
2

]
Γ(r + 1) φr

[
(1−α)r+1+(−1)rαr+1

αr(1−α)r

]
Γ(r + 1)

mean E(Y ) µ+ φ(λ1−λ2)
λ1λ2

µ+ φ(1−2α)
α(1−α)

variance V (Y )
(λ2

1+λ2
2)φ

2

λ2
1
λ2
2

φ2(1−2α+2α2)
(α2(1−α)2)

mode µ µ

skewness γsk
2(λ3

1−λ3
2)

[λ2
1
+λ2

2
]
3
2

2(1−2α)(1−α+α2)

(1−2α+2α)
3
2

kurtosis γku
9λ4

1+6λ2
1λ

2
2+9λ4

2

(λ2
1
+λ2

2
)2

24α4
−48α3+60α2

−36α+9
(2α2

−2α+1)2

characteristic

function ϕ(t) λ1λ2e
itµ

(λ1+λ2)

(
(λ1 + φit)−1 + (λ2 − φit)−1

)
α(1− α)eitµ

(
(1− α+ φit)−1 + (α− φit)−1

)
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4.3 Parameter estimation in asymmetric Laplace densities

Let Y1, . . . , Yn be an i.i.d. sample from Y with density as in (4.2), i.e. Y ∼ ALaD(µ, φ, α).
We apply results from the general setting in Section 3 to this case.

4.3.1 Method-of-moments estimation

As far as we know there are no results available on method-of-moments estimation for
an asymmetric Laplace distribution, and hence we fill in some gap here. In case the
index-parameter is known, the method-of-moments estimators for θ = (µ, φ)T is given in
(3.4), with k1 and k2 as in (3.13), and µ1 and µ2 as listed in Table S.1. Since the fourth
moment of a Laplace distribution is finite, a straightforward application of Theorem 3.1,
using the quantities tabulated in Table S.1 leads to the asymptotic normality result for
the method-of-moments estimator.

Theorem 4.1. The methods-of-moment estimator θ̂
(MoM)
n = (µ̂

(MoM)
n , σ̂

(MoM)
n )T is asymp-

totically normal distributed:

√
n(θ̂(MoM)

n − θ0)
d−→ N2(0,Γ(θ0)) as n→ ∞,

where

Γ(θ) =




(12α6−36α5+57α4−54α3+29α2−8α+1)φ2

α2(1−α)2(2α2−2α+1)2
(6α5−15α4+22α3−18α2+7α−1)φ2

α(1−α) (2α2−2α+1)2

(6α5−15α4+22α3−18α2+7α−1)φ2

α(1−α) (2α2−2α+1)2
(5α4−10α3+13α2−8α+2)φ2

(2α2−2α+1)2


 .

4.3.2 Maximum likelihood estimation

From the general expression for the log-likelihood function in (3.7), the log-likelihood
function of θ = (µ, φ, α)T for the setting of Section 4.1 equals

ln[Ln(α, µ, φ)] = n ln[α(1− α)]− n ln(φ)− 1

φ

n∑

i=1

|Yi − µ|
[
(1− α)I(Yi ≤ µ) + αI(Yi > µ)

]

= n ln[α(1− α)]− n ln(φ)− 1

φ

n∑

i=1

ρα(Yi − µ),

where ρα(u) is the so-called check (or tick) loss function defined by ρα(u) = u(α−I(u < 0))
following Koenker and Bassett (1978). The MLE of θ is a solution to the problem
maxθ∈Θ ln[Ln(α, µ, φ)]. Asymptotic results for the maximum likelihood estimation under
various forms of asymmetric Laplace densities are discussed by several authors included
by Hinkley and Revankar (1977), Kotz et al. (2002), and Yu and Zhang (2005).

The expression for the Fisher information matrix of θ stated in (3.11) in Proposition 3.2,
using the values for the quantities γr, for r = 1, 2, 3 tabulated in Table S.1, leads to the
Fisher information matrix I(θ) for an ALaD(µ, φ, α) density:

I(θ) =




α (1−α)
φ2 0 − 1

φ

0 1
φ2 − 1−2α

α (1−α)φ

− 1
φ

− 1−2α
α (1−α)φ

2α2−2α+1
α2(1−α)2



. (4.4)
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Remark 4.1. For the density with parametrization as in (4.3) Kotz et al. (2002), on page
818 in their paper, provide an expression for the Fisher information matrix. Exploiting
the connections with the reparametrization in (4.3), we can show that the expression of
the Fisher information matrix in (4.4) cöıncides with this in Kotz et al. (2002).

Direct application of Theorem 3.4 leads to the asymptotic normality results for
the MLE for the parameters in density (4.2). One only needs to check the conditions
of the theorem. Assumptions (B2) is satisfied since for a symmetric Laplace density∫∞
0

∣∣ ln f(s)
∣∣f(s)ds ≤ 1/2 + ln(2) which is finite. For checking Assumption (B3), we first

mention that f ′(s) = −1
2
sign(s)e−|s|, for s 6= 0. From this it is easily seen that

γ1 =

∫ ∞

0

(f ′(s))2

f(s)
ds =

1

2
, γ2 =

∫ ∞

0

s
(f ′(s))2

f(s)
ds =

1

2
and γ3 =

∫ ∞

0

s2
(f ′(s))2

f(s)
ds = 1.

These values are included in Table S.1. Further, Assumption (B4) is satisfied since for a
standard Laplace density it is easy to check that lim

s→∞
sf(s) = 0.

Theorem 4.2. If Assumption (B1) holds, then the MLE θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n )T

of θ0 is consistent and asymptotically normally distributed:

√
n(θ̂(MLE)

n − θ0)
d−→ N3(0, I(θ0)

−1) as n→ ∞,

where

I(θ)−1 =




2φ2

α(1−α)
(1−2α)φ2

α(1−α)
φ

(1−2α)φ2

α(1−α)
(3α2−3α+1)φ2

α(1−α)
(1− 2α)φ

φ (1− 2α)φ α(1− α)


 .

If α is known, then the asymptotic variance-covariance matrix is

I(θ)−1 =




φ2

α(1−α)
0

0 φ2


 .

Remark 4.2. This asymptotic normality result (case α known) is also available in Hinkley
and Revankar (1977) and Kotz et al. (2002). In addition, when focusing only on µ, we also
mention the following. For any continuous probability density function gY (y); y ∈ R and

an αth-sample quantile µ̂ = min
µ∈R

n∑
i=1

ρα(yi − µ) of Y , Koenker and Bassett (1978) found

√
n(µ̂n − µ) ≈ N

(
0, α(1−α)

g2
Y
(µ)

)
, for n large. For an asymmetric Laplace density, we have

gY (µ) = fα(µ;µ, φ) = α(1−α)
φ

. Applying this result leads to the asymptotic distribution
√
n(µ̂n − µ) ≈ N

(
0, φ2

α(1−α)

)
which cöıncides with the result indicated in Theorem 4.2.

However, Yu and Zhang (2005) state that
√
n(µ̂n−µ) ≈ N(0, φ2),

√
n(φ̂n−φ) ≈ N(0, φ2)

and
√
n(α̂n − α) ∼ N(0, α

2(1−α)2

(1−2α)2
) for α 6= 1

2
, which appears to be not correct.
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4.3.3 Comparison of asymptotic variances of MoM and MLE estimators

Using the general considerations in Section 3.3.3 we can get an idea about the possi-
ble loss in efficiency when using the computationally very easy method-of-moments es-
timator, instead of the MLE. The graphical presentation of the quantities RAVar(µ̂n) =

AVar(µ̂
(MoM)
n )/AVar(µ̂

(MLE)
n ) and RAVar(φ̂n) = AVar(φ̂

(MoM)
n )/AVar(φ̂

(MLE)
n ), with (limit-

ing) behaviour as can be read from Tables S.2 and S.3, are plotted in Figure 4.1. The
value of RAVar(µ̂n) decreases rather rapidly for increasing values of α, for α < 0.30; and,
due to the symmetry, there is a similar rapid increase for α > 0.70.
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Figure 4.1: Asymmetric Laplace density. The ratio of asymptotic variances of µ̂n (left)

and φ̂n (right) obtained by MoM and MLE as a function of the index-parameter α.

5 Quantile-based asymmetric normal densities

We first briefly review asymmetric normal densities that can be found in the literature.
O’Hagan and Leonard (1976) proposed the following skew normal density

fλ(y) = 2φ(y)Φ(λy) −∞ < y <∞ (5.1)

where λ ∈ R. This density is a special case of the family in (1.1), by taking f(y) = φ(y)
and Π(y) = Φ(y), respectively the standard normal density and cumulative distribution
function. This is the most popular skew normal density and variations of it have been
discussed by Azzalini and Dalla Valle (1996), Azzalini and Capitanio (1999), Arnold
et al. (2002), Branco and Dey (2001), Chiogna (2004), Arellano-Valle and Genton (2005),
among others.

Arellano-Valle et al. (2004) proposed a new class of skew normal densities, so called
skew-generalized normal densities, defined as

fλ,δ(y) = 2φ(y)Φ
( λy√

1 + δy2

)
−∞ < y <∞

where λ ∈ R and δ ≥ 0. Note that (5.1) is a special case of this family, obtained by taking
δ = 0. For δ = λ2, the resulting density is called a skew-curved normal density.
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Recently, another class of skew normal densities was proposed by Elal-Olivero (2010),
called alpha-skew normal densities, defined by

fα(y) =
(1− αy)2 + 1

2 + α2
φ(y) −∞ < y <∞,

where α ∈ R. Taking α = 0 gives the standard normal symmetric density.
Another popular approach is to consider so-called split-normal densities, which are

obtained by joining at the mode the halves of two normal densities with the same mode but
different variances. For example Gibbons and Mylroie (1973) presented the continuous
two-piece normal distribution and applied a split-normal model to fit impurity profiles
data. Fechner (1897) also studied the continuous two-piece normal distribution. The
split-normal density with parameters µ, σ1 > 0 and σ2 > 0 is as follows (see, Johnson
et al., 2002):

f(y;µ, σ2
1, σ

2
2) =

2√
2π(σ1 + σ2)





e
− 1

2

(
y−µ
σ1

)2

if y ≤ µ

e
− 1

2

(
y−µ
σ2

)2

if y > µ,
(5.2)

where µ ∈ R is the location parameter and σ1 > 0 and σ2 > 0 are the scale parameters.
Several authors (see for example, Runnenburg, 1978) applied and studied the split-normal
density. For example, split-normal models were used in the estimation of production
frontiers in Aigner et al. (1976), and Leffrancois (1989) relied on split-normal models
in forecasting processes in econometric phenomena, argueing that a split-normal model
provides better forecasting value.

Mudholkar and Hutson (2000) proposed the epsilon-skew normal density that is a
special case of the split-normal density, in which σ1 = (1 + ǫ)σ and σ2 = (1 − ǫ)σ, with
−1 < ǫ < 1, and henceforth the difference between the two standard deviations of the
normal densities (i.e. σ1 − σ2 ) equals 2ǫσ. The epsilon-skew normal density is

fǫ(y;µ, σ
2) =

1√
2πσ2





e−
1
2

(
y−µ

(1+ǫ)σ

)2

if y ≤ µ

e−
1
2

(
y−µ

(1−ǫ)σ

)2

if y > µ,
(5.3)

where −1 < ǫ < 1. The limiting cases of (5.3) as ǫ → ±1 are well known half-normal
densities.

Kim (2005) presented a two-piece skew normal density with index-parameter λ ∈ R:

fλ(y) =
2π

π + 2 tan−1(λ)
φ(y)Φ(λ|y|) −∞ < y <∞. (5.4)

If λ = 0, this reduces to the standard normal density. The density in (5.4) is uni/bimodal
and a mixture of two truncated skew normal distributions.

A generalized two-piece skew normal distribution was introduced by Jamalizadeh
et al. (2011), through a standard bivariate normal distribution with correlation ρ. The
density in this case is given by

fδ,λ,ρ(y) =
c∗(δ, λ, ρ)

σ
φ
(y − µ

σ

)
Φ2

(δ(y − µ)

σ
,
λ|y − µ|

σ
, ρ
)
, δ, λ, y ∈ R, (5.5)
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where c∗(δ, λ, ρ) = (4π)
{
cos−1

(
−(ρ+δλ)√
1+δ2

√
1+λ2

)
+ cos−1

(
−(ρ−δλ)√
1+δ2

√
1+λ2

)
+ 2 tan−1(λ)

}−1

and

Φ2(., .; ρ) denotes the cumulative distribution function of N2(0, 0, 1, 1, ρ). In the special
case when ρ = 0, a two-piece skew normal density is obtained:

fδ,λ(y) =
4π

π + 2 tan−1(λ)
φ(y)Φ(δy)Φ(λ|y|), δ, λ, y ∈ R. (5.6)

Note that the density in (5.4) is a special case of this extended class, and is obtained by
taking δ = 0 in (5.6).

The main drawback of all these existing skew normal densities, with exception for
the split-normal one in (5.2), is that there is no explicit form for their quantile functions.
For the asymmetric family of densities considered in Section 2.1 we have the important
advantage that explicit expressions are available, as well as estimators with well-studied
properties. See the next sections.

5.1 Definition of the asymmetric normal densities

Using for the reference symmetric density, a standard normal density, we obtain from
(2.1) the four parameter asymmetric normal density

fλ1,λ2(y;µ, σ) =
λ1λ2

(λ1 + λ2)

√
2

πσ2





e−
λ22
2

(
y−µ
σ

)2

if y > µ

e−
λ21
2

(
µ−y
σ

)2

if y ≤ µ,
(5.7)

and from (2.12) the three parameter asymmetric normal density

fα(y;µ, σ) = α(1− α)

√
2

πσ2





e−
α2

2

(
y−µ
σ

)2

if y > µ

e−
(1−α)2

2

(
µ−y
σ

)2

if y ≤ µ.
(5.8)

For a random variable Y having density (5.7), respectively density (5.8), we denote Y ∼
AND(µ, σ, λ1, λ2), respectively Y ∼ AND(µ, σ, α). Note that we denote φ = σ in this
example.

Remark 5.1. The continuous two-piece normal (split-normal) normal density in (5.2) is
a special case of the asymmetric normal density in (5.7), obtained by taking λ1 =

σ
σ1

and
λ2 = σ

σ2
. Also the epsilon-skew normal density provided in (5.3) is a special case of the

above family, for which λ1 =
1

1+ǫ
and λ2 =

1
1−ǫ

.

Our focus will be on the family of asymmetric normal densities given in (5.8). Some
densities from this family are depicted in Figure S.1 in the Supplemental Material. From
these plots the impact and meaning of the different parameters are clearly visible.

The asymmetric normal densities given in (5.8) are quite different in construction
from the most popular existing skew normal density given in (5.1). To illustrate this we
consider the latter density with some extra location parameter µ and scale parameter σ2

in the reference normal density and cumulative distribution function, leading to the skew
normal density

fλ(y;µ, σ) =
1

σπ
e−

(y−µ)2

2σ2

∫ λ( y−µ
σ

)

−∞
e−

t2

2 dt −∞ < y <∞, (5.9)

22



which is symmetric in case λ = 0, and with µ the location parameter. This is in contrast to
the asymmetric normal density in (5.8) for which µ is the αth-quantile of the distribution.
Figure 5.1 depicts several densities from respectively the asymmetric normal density in
(5.8) (left panel), and the skew normal density in (5.9) (right panel) for various values of
the index-parameters (α and λ). From these plots it is clear that density (5.8) retains the
same mode µ, which equals the αth-quantile of fα(·). In contrast, the modes of the skew
normal densities (5.9) are different for different values of the index-parameter λ.
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Figure 5.1: Left: Asymmetric normal densities from (5.8) for different index values α.
Right: Skew normal densities as in (5.9) for different index values λ. Location and scale
parameters are µ = 0 and φ = 1.

Further differences between the skew normal density and the asymmetric normal
density are transparant from Table 5.1 (taking λ1 = 1 − α and λ2 = α) in which we
provide properties for the asymmetric normal density (5.7), as established by the results
in Section 2.2. There is no explicit form of a quantile function for the existing skew normal
distribution. On the other hand, there is an explicit form of the quantile function for the
asymmetric normal density, and the quantile function is a linear function of µ.

5.2 Properties of the asymmetric normal densities

When appyling Theorems 2.1, 2.2 and 2.3, and Corollary 2.1 to the setting of Section 5.1,
we essentially need to evaluate the characteristic quantities of the reference symmetric
density f , as explained in Section 3.4.

We first look into the cumulative distribution function and the quantile function. If
Y ∼ N(0, 1), then F (y) = 1

2
[1 + erf( y√

2
)]; y ≥ 0, where erf(x) is the so-called Gauss error

function, defined as erf(x) = 1√
π

∫ x

−x
e−t2dt = 2√

π

∫ x

0
e−t2dt for non-negative values of x,

and for which erf(−x) = −erf(x). Using Theorem 2.1, we obtain

Fλ1,λ2(y;µ, φ) =





λ2

λ1+λ2
[1− erf

(
λ1√
2
(µ−y

σ
)
)
] if y < µ

λ2−λ1

λ1+λ2
+ λ1

λ1+λ2
[1 + erf

(
λ2√
2
(y−µ

σ
)
)
]) if y ≥ µ.

We next use that erf(x) = 1√
π
γ(1

2
, x2) = 1− 1√

π
Γ(1

2
, x2) for non-negative values of x, where

Γ(s, x) =
∫∞
x
ts−1e−tdt denotes the upper incomplete gamma function and γ(s, x) is the

lower incomplete gamma function, γ(s, x) =
∫ x

0
ts−1e−tdt, for x ≥ 0. This all together

then leads to the expression for the cumulative distribution function in Table 5.1.
In the derivation of the quantile function we need Γ−1(1

2
, y) the inverse of the incom-

plete gamma function, i.e. x = Γ−1(s, y), which is equivalent to y = Γ(s, x).

23



Table 5.1: Properties of the four parameter asymmetric normal densities in (5.7).

Property

cumulative

distrib. function Fλ1,λ2(y;µ, σ
2) =





λ2

(λ1+λ2)
1√
π
Γ
(
1
2
,
λ2
1

2
(µ−y

σ
)2
)

if y ≤ µ

λ2

(λ1+λ2)
+ λ1

(λ1+λ2)
1√
π
γ
(
1
2
,
λ2
2

2
(µ−y

σ
)2
)

if y > µ

quantile function F−1
λ1,λ2

(β) =





µ− σ
λ1

√
2Γ−1

(
1
2
,
√
πβ(λ1+λ2)

λ2

)
if β ≤ λ2

(λ1+λ2)

µ+ σ
λ2

√
2γ−1

(
1
2
,
√
πβ(λ1+λ2)−

√
πλ2

λ1

)
if β > λ2

(λ1+λ2)

central moment

E(Y − µ)r (σ
√
2)r√

π(λ1+λ2)

[
λr+1
1 +(−1)rλr+1

2

λr
1λ

r
2

]
Γ
(

r+1
2

)

mean E(Y ) µ+
√
2σ2(λ1−λ2)√

πλ1λ2

variance V (Y ) σ2

πλ2
1λ

2
2

[
(λ1 − λ2)

2(π − 2) + πλ1λ2

]

skewness γsk γsk =
√
2(λ1−λ2)[(λ1−λ2)2(4−π)+πλ1λ2][

(λ1−λ2)2(π−2)+πλ1λ2

] 3
2

kurtosis γku
3π2(λ5

1+λ5
2)−16π(λ1−λ2)(λ4

1−λ4
2)+12π(λ1−λ2)2(λ3

1+λ3
2)−12(λ1+λ2)(λ1−λ2)4

(λ1+λ2)
[
(λ1−λ2)2(π−2)+πλ1λ2

]2

characteristic function

ϕ(t) λ2

(λ1+λ2)
e
itµ− t2σ2

2λ21

[
1− erf

(
itσ√
2λ1

)]
+ λ1

(λ1+λ2)
e
itµ− t2σ2

2λ22

[
1 + erf

(
itσ√
2λ2

)]

Calculation of the quantity µr is also simple. We find

µr = 2

∫ ∞

0

srf(s)ds =
2√
2π

∫ ∞

0

sre−
1
2
s2ds =

(
√
2)r√
π

Γ
(r + 1

2

)
,

leading to the expression for µr, and subsequently for E(Y − µ)r in Table 5.1, and the
specific values for µr, for r = 1, 2, 3, 4, for the standard normal density in Table S.1.

For the function ϕ+(·) we find, putting u = y − it and next u =
√
2s,

ϕ+(t) =

∫ ∞

0

eityf(y)dy =
1√
2π

∫ ∞

0

eitye−
1
2
y2dy =

1√
2π
e−

t2

2

∫ ∞

0

e−
1
2
(y−it)2dy

=
1√
2π
e−

t2

2

∫ ∞

−it

e−
1
2
u2

du

=
1√
2π
e−

t2

2

[√2π

2
−

∫ − it√
2

0

e−s2ds
]

=
1

2
e−

t2

2 [1 + erf(
it√
2
)]

where we used that erf(−x) = −erf(x).
From this we find the characteristic function of the asymmetric normal density (5.7)

ϕ(t) =
2eitµ

(λ1 + λ2)

[
λ2ϕ

+
(
− σt

λ1

)
+ λ1ϕ

+
(σt
λ2

)]

=
λ2

(λ1 + λ2)
e
itµ− t2σ2

2λ21

[
1− erf

( itσ√
2λ1

)]
+

λ1
(λ1 + λ2)

e
itµ− t2σ2

2λ22

[
1 + erf

( itσ√
2λ2

)]
.
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5.3 Parameter estimation in asymmetric normal densities

Let Y1, . . . , Yn be an i.i.d. sample from Y with density (5.8), i.e. Y ∼ AND(µ, σ, α).
We now apply the theoretical results from Section 3 to this setting, and discuss method-
of-moments and maximum likelihood estimation and the asymptotic properties for the
associated estimators.

5.3.1 Method-of-moments estimation

Since the fourth moment of a standard normal distribution is finite, the following result
is a straightforward application of Theorem 3.1, using k1 and k2 as in (3.13), with µ1 and
µ2 as listed in Table S.1.

Theorem 5.1. The methods-of-moment estimator θ̂
(MoM)
n = (µ̂

(MoM)
n , σ̂

(MoM)
n )T is asymp-

totically normal distributed:

√
n(θ̂(MoM)

n − θ0)
d−→ N2(0,Γ(θ0)) as n→ ∞,

where

Γ(θ) =


 Γ(θ)1,1 Γ(θ)1,2

Γ(θ)2,1 Γ(θ)2,2


 ,

Γ(θ)1,1 =
(2.5855α6 − 7.7566α5 + 13.4837α4 − 14.0398α3 + 8.1598α2 − 2.4326α + 0.4448) σ2

α2 (1− α)2 (1.4248α2 − 1.4248α + 1.1416)2

Γ(θ)1,2 = Γ(θ)2,1 = −0.62668 (1− 2α)3 (0.274α2 − 0.274α + 0.566) σ2

α (1− α) (1.4248α2 − 1.4248α + 1.1416)2

Γ(θ)2,2 =
(1.0699α4 − 2.1398α3 + 3.8429α2 − 2.7730α + 0.9349) σ2

(1.4248α2 − 1.4248α + 1.1416)2
.

5.3.2 Maximum likelihood estimation

The general expression for the log-likelihood function of θ = (µ, φ, α)T in (3.7), deduces to
the following expression for the setting of Section 5.1, when f is the standard symmetric
normal density, and we denote φ = σ:

ln[Ln(µ, σ, α)] = n ln[
√
2α(1− α)]− n

2
ln(π)− n

2
ln(σ2)

− 1

2σ2

n∑

i=1

(Yi − µ)2
[
(1− α)2I(Yi ≤ µ) + α2

I(Yi > µ)
]
. (5.10)

The log-likelihood function (5.10) is differentiable with respect to σ and α, but non-
differentiable with respect to µ at the points µ = Yi, and we need to use the algorithm
presented in Section 3.2 for finding the maximum likelihood estimators. We therefore
verify here that all working conditions of the algorithm are fulfilled in this setting. Note
first of all that the function t(µ) = −(Yi − µ)2 is concave and hence −∑n

i=1(Yi − µ)2 is
also concave. Therefore, given σ and α, the function g1(µ) = ln[Ln(µ; σ, α)] is a concave
function of µ ∈ (−∞,∞). The left-hand and right-hand derivatives of g(µ) are:

g′1−(µ) =
(1− α)2

σ2

n∑

i=1

(Yi − µ)I(Yi < µ) +
α2

σ2

n∑

i=1

(Yi − µ)I(Yi ≥ µ)
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g′1+(µ) =
(1− α)2

σ2

n∑

i=1

(Yi − µ)I(Yi ≤ µ) +
α2

σ2

n∑

i=1

(Yi − µ)I(Yi > µ).

It is easily verified that g′1+(Y(1)) > 0 and g′1−(Y(n)) < 0. Hence, there is a point, µ̂,
between Y(1) and Y(n) which maximizes g1(µ) and, therefore, satisfies g′1−(µ̂) = 0 and
g′1+(µ̂) = 0. It is also easily shown that, given σ and α, the log-likelihood function
ln[Ln(µ; σ, α)] is maximized at µ̂ = Y(1) if µ < Y(1) and at µ̂ = Y(n) if µ > Y(n). Therefore,
Y(1) ≤ µ̂ ≤ Y(n). Given µ ∈ (Y(1), Y(n)) and α ∈ (0, 1), let g2(η) = ln[Ln(η;µ, α)] with
η = 1

σ
. The second derivative of g2(η) is non-positive and hence g2(η) is a concave function

of η ∈ (0,∞). We also see that, given µ ∈ (Y(1), Y(n)) and σ ∈ (0,∞), the second derivative
of the function g3(α) = ln[Ln(α;µ, σ)] is non-positive and hence g3(α) is also a concave
function of α ∈ (0, 1). Hence all working conditions described in Section 3.2 are satisfied.
In Section S.4.1 we present further details of the ML estimation for θ = (µ, φ, α)T in (3.7).

Applying Theorem 3.4 leads to the asymptotic normality result for the MLE of the
parameters in the asymmetric normal density (5.8), stated in Theorem 5.2 below. In
order to apply Theorem 3.4 we need to check Assumptions (B2)—(B4). Assumption (B2)
is satisfied because

∫ ∞

0

∣∣ ln f(s)
∣∣f(s)ds =

∫ ∞

0

∣∣∣− 1

2
ln(2π)− s2

2

∣∣∣f(s)ds

≤
∣∣∣1
2
ln(2π)

∣∣∣
∫ ∞

0

f(s)ds+

∫ ∞

0

∣∣∣− s2

2

∣∣∣f(s)ds

=
1

4
(ln(2π) + 1) <∞.

Regarding Assumption (B3), for f the standard normal density, for which f ′(s) =

−
(√

2π
)−1

e−s2/2, we get

γ1 =

∫ ∞

0

(f ′(s))2

f(s)
ds =

1√
2π

∫ ∞

0

s2e−
1
2
s2ds =

1

2

γ2 =

∫ ∞

0

s(f ′(s))2

f(s)
ds =

1√
2π

∫ ∞

0

s3e−
1
2
s2ds =

√
2√
π

γ3 =

∫ ∞

0

s2 · (f
′(s))2

f(s)
ds =

1√
2π

∫ ∞

0

s4e−
1
2
s2ds =

3

2
.

Finally, the first part of Assumption (B4) is obviously satisfied for the standard normal
density.

Theorem 5.2. If Assumption (B1) holds, then the ML estimator θ̂
(MLE)
n = (µ̂

(MLE)
n , σ̂

(MLE)
n , α̂

(MLE)
n )T

of θ0 is consistent and asymptotically normally distributed:

√
n(θ̂n − θ0)

d−→ N3(0, I(θ0)
−1) as n→ ∞,

where

I(θ)−1 =
1

3 π − 8




3π σ2

α (1−α)
2
√
2π(1−2α)σ2

α (1−α)
2
√
2πσ

2
√
2π(1−2α)σ2

α (1−α)

(5α2π+8α2−5π α−8α+2π)σ2

2α (1−α)
(1− 2α) σπ

2
√
2πσ (1− 2α) σπ α (1− α) π



.
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If α is known, then the variance-covariance matrix is

I(θ)−1 =




φ2

α (1−α)
0

0 φ2

2


 .

As before we can access the possible loss in asymptotic efficiency when using the
computationally very easy method-of-moments estimator. A plot similar to Figure 4.1 is
provided in Figure S.2 in the Supplemental Material. All this is of course based on the
study of the asymptotic behaviour of the MoM and ML estimators in case α is known.
In order to evaluate the finite-sample performance of both type of estimators in case α is
known, as well as in case α is unknown (and hence needs to be estimated), we present a
small simulation study in Section S.4.3 in the Supplemental Material. That small simu-
lation study revealed that for small sample sizes the MoM estimator is sometimes better,
and for estimation of the index-parameter α both methods perform very comparable.

6 Real data example

In this section we illustrate the use of the asymmetric densities discussed in previous
sections. We consider a dataset concerning the heights (in centimeters) of 100 Australian
female athletes. These data were collected by the AIS (Australian Institute of Sport).
These data have been used extensively in the literature, e.g. in Cook and Weisberg
(2009). The data are available in the R-software package sn and can be downloaded
from http://azzalini.stat.unipd.it/SN/index.html. Jamalizadeh et al. (2011) used
a generalized two-piece skew normal density (5.5) to model the distribution of these data.

The main question here is which density of a set of (a)symmetric densities provides
the best distributional model for these data. We consider four normal densities, three
Student’s-t densities and three logistic densities. All the densities have location and
scale parameters µ and σ. For the normal densities, we have: (1) a symmetric N(µ, σ2)
density; (2) an asymmetric normal density (5.1) with location and scale parameters and
additional index-parameter λ; (3) an asymmetric normal density (5.5) with location and
scale parameters and additional parameters δ, λ and ρ; (4) an asymmetric normal density
(5.8) with µ, σ, and index-parameter α. All Student’s-t densities have degrees of freedom
ν and scale and location parameters µ and φ, and further; (5) is a symmetric Student’s-
t density with parameters µ, σ and ν; (6) is an asymmetric Student’s-t density (S.5)
with parameters µ, σ and ν and index-parameter λ; and (7) is an asymmetric Student’s-t
density (S.10) with parameters µ, σ, ν and index-parameter α. The three logistic densities
are: (8) a symmetric logistic density with location and scale parameters µ and σ; (9) an
asymmetric logistic density (S.22) with parameters µ and σ, and index-parameter λ; and
(10) an asymmetric logistic density (S.25) with parameters µ, σ, and index-parameter α.

The parameters in all models are estimated by using the maximum likelihood estima-
tion method. In order to judge about the appropriateness of a density model, we calculate
the Akaike’s information number

AIC = −2 ln
(
Ln

(
θ̂(MLE)
n

))
+ 2k,

where k is the number of estimated parameters in the model, and Ln

(
θ̂
(MLE)
n

)
is the

realized maximal likelihood value. The AIC-value should be as small as possible.
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We also conduct for each model a Kolmogorov-Smirnov (KS) goodness-of-fit test, for
testing

H0 : Sample data come from the stated distribution

H1 : Sample data do not come from the stated distribution.

The Kolmogorov-Smirnov test statistic is defined as :

Dn = sup
y

|F0(y)− Fn(y)|, (6.1)

where F0(y) is the cumulative function of the stated distribution (with ML estimated
parameters) and Fn(y) is the empirical distribution function.

The sample mean, variance, skewness and kurtosis are 174.5940, 67.9339, −0.5598
and 4.1967 respectively. Table 6.1 presents the ML estimates (MLE) of the parameters
in all normal models, whereas the results for the Student’s-t and logistic densities are
in Table 6.2. For parameters that are not involved in a model we indicate: NAP = Not
Applicable. For each model we also list the maximum log-likelihood value ln

(
Ln

(
θ̂
(MLE)
n

))
,

the AIC-value, the value of the KS test statistic in (6.1), as well as the associated P -value.

Table 6.1: Normal densities. MLE (with NAP = Not Applicable), maximal log-likelihood
and corresponding AIC-value, value of the Kolmogorov-Smirnov test statistic and corre-
sponding P -value.

Density symmetric normal asymmetric normal densities
(1) (2): in (5.1) (3): in (5.5) (4) in (5.8)

µ̂ 174.594 174.392 165.921 177.02
σ̂ 8.201 8.199 9.131 3.879

δ̂ NAP NAP 0.498 NAP

λ̂ NAP 0.0314 0.539 NAP

α̂ NAP NAP NAP 0.60
ρ̂ NAP NAP −0.965 NAP

Log-Lik. −352.318 −352.318 −347.088 −350.845
AIC 708.636 710.636 704.176 707.689
KS 0.0894 0.0714 0.0389 0.0739
P -value 0.4011 0.6878 0.9981 0.6457

The maximal log-likelihood is almost the same for all skew Student’s-t and logistic
densities. Among all candidate models, the asymmetric logistic density (S.25) has min-
imum AIC-value. For all considered models, the P -values are larger than 0.05 which
indicates that there is no strong evidence against H0, for none of the models. The largest
log-likelihood value is obtained with the asymmetric normal density (5.5). For this model
the KS-statistic has also the smallest value with the largest associated P -value. Conse-
quently, this asymmetric normal density constitutes the best model, but it is an overfitted
model (the AIC-value is not the smallest). The smallest AIC-value is achieved for the
asymmetric logistic density (S.10), which is a more parsimonious, and hence more appro-
priate model for these data.

Figure 6.1 depicts a histogram of the data, together with the three fitted symmetric
densities (with ML estimated parameters), in dashed lines, as well as the three fitted
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Table 6.2: Student-t and logistic densities. MLE (with NAP = Not Applicable), maximal
log-likelihood and corresponding AIC-value, value of the Kolmogorov-Smirnov test statistic
and corresponding P -value.

Student-t densities logistic densities
Densities symmetric asymmetric densities symmetric asymmetric densities

(5) Student-t (6): in (S.5) (7): in (S.10) (8) logistic (9): in (S.22) (10): in (S.25)

µ̂ 175.142 177.267 177.02 174.998 179.419 177.021

φ̂ 6.217 6.446 3.07 4.409 5.15 2.098

λ̂ NAP −0.364 NAP NAP −0.862 NAP

α̂ NAP NAP 0.60 NAP NAP 0.6
v̂ 4.240 4.20 5.00 NAP NAP NAP

LogLik. −349.364 −348.744 −348.465 −349.594 −348.731 −348.488
AIC 704.728 705.488 704.929 703.188 703.462 702.976

KS 0.0841 0.0462 0.0485 0.0440 0.0433 0.0429
P -value 0.4787 0.9727 0.9903 0.9920 0.9920 0.9928
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Figure 6.1: Fitted symmetric densities (1), (5) and (8), and asymmetric densities AND,
ATD and ALD, and the histogram of the data set.

asymmetric densities that are elements of the family (1.4) (with λ1 = 1− α and λ2 = α)
studied in this paper, in solid lines. The three asymmetric densities are clearly a better
fit than the symmetric densities, which already appeared from Tables 6.1 and 6.2. Based
on the MLE of the parameters, and exploiting the established expressions, we plot the
quantile functions of the three asymmetric densities, densities (4), (7) and (10), in the
left panel of Figure 6.2.

Using the estimated quantiles for the selected asymmetric logistic density, as well as
empirical quantiles, we provide a QQ-plot for this density. For convenience a 45-degree
reference line is also plotted. Note that most Q-Q values are reasonably close to the
reference line.
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Figure 6.2: Left: Estimated quantile functions of AND(µ̂, σ̂, α̂), ATD(µ̂, φ̂, α̂) and

ALD(µ̂, φ̂, α̂); Right: Q-Q plot for the asymmetric logistic distribution ALD.

A second real data application is provided in Section S.7 in the Supplemental Mate-
rial.

7 Discussion and Conclusion

In this paper we studied a general family of asymmetric densities, established its proba-
bilistic properties, discussed estimation of the parameters, and obtained asymptotic nor-
mality results for the estimators. The specific merit of studying the general family is that
the results can readily be applied to the many examples of asymmetric densities that
follow from it. As such our general results contribute on the one hand to lacking results
for existing asymmetric densities in the literature, but on the other hand provide a full
study of several new interesting classes of asymmetric densities.

For readability we restricted ourselves in Section 3 to the setting that the reference
standard symmetric density f involves no extra parameters. In case this density comes
with an extra parameter vector, say κ, then it is rather straightforward to extend Theo-
rems 3.2 and 3.4 for estimation of the extended parameter vector θ = (µ, φ, α,κT )T . See
Theorems S.3.1 and S.3.2 in the Supplemental Material, as well as Section S.5.

Although the general family of asymmetric densities involves index-parameters λ1 and
λ2, the reduced family with only one index-parameter α appears to be flexible enough for
statistical modeling. Often a first question to answer is whether the underlying density
is symmetric or not. Since symmetry under this general family of asymmetric densities
is equivalent to having α = 0.5 or not, developing testing procedures for testing for
symmetry would be quite feasible in this framework.

A specific feature of the general family of asymmetric densities is that its location
parameter µ equals the αth-quantile of the density, where α is the index-parameter of the
family. This family of densities thus has an implicit focus on estimation of quantiles. Of
particular interest in future research would be to look into a regression setting in which
one would extend the studied family to a setting of conditional densities, where among
others estimation of the regression quantiles would be of particular interest.
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Appendix: Proofs of Theorems 3.1 and 3.4

A.1 Proof of Theorem 3.1

To prove this theorem, we use results from standard large sample theory (e.g., see, Serfling,
1980). Let Mn = (M1,M2)

T be the vector of the first two sample moments, and denote
by µY = (µ1,Y (θ0), µ2,Y (θ0))

T the corresponding vector of population moments. From

(3.1) we know that the latter vector is given by
(
µ0 + k1φ0, µ

2
0 + 2k1µ0φ0 + k2φ

2
0

)T
.

Applying Theorem 2.2.1B in Serfling (1980, pp. 68) we obtain

√
n(Mn−µY )

d−→ N2(0,Σ(θ0)), where Σ(θ0) =
(
(µi+j,Y (θ0)−µi,Y (θ0)µj,Y (θ0))i,j

)
1≤i,j≤2

.

Since the method-of-moments estimator θ̂
(MoM)
n = (µ̂

(MoM)
n , φ̂

(MoM)
n )T , with compo-

nents as in (3.4), takes the form θ̂
(MoM)
n = (g1(M1,M2), g2(M1,M2))

T we can use Theorem
3.3A and its corollary in (pp. 122-126 Serfling, 1980). This then leads to

√
n(θ̂(MoM)

n − θ0)
d−→ N2(0,Γ(θ0)) as n→ ∞,

where Γ(θ) = D(θ)Σ(θ)D(θ)T , with the matrix Σ(θ) as above and D(θ) is a 2×2 matrix

with as (i, j)th-element ∂gi(M1,M2)
∂Mj

∣∣∣
Mn=µY

(i, j ∈ {1, 2}) . Using (3.1) and Theorem 2.2,

we find that

Σ(θ) =




φ2
(
k2 − k1

2
)

−φ2
(
2µ k1

2 + φ k1k2 − 2 k2µ− φ k3
)

−φ2
(
2µ k1

2 + φ k1k2 − 2 k2µ− φ k3
)

Σ22


 ,

(A.1)

with Σ22 = −4µ2φ2k1
2 − 4µφ3k1k2 − φ4k2

2 + 4µ2φ2k2 + 4µφ3k3 + k4φ
4.
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For finding the elements of D(θ) we get that

∂g1(M1,M2)

∂M1

= 1 +
k1√
k2 − k21

M1√
M2 −M2

1

,

and hence
∂g1(M1,M2)

∂M1

∣∣∣
Mn=µY

= 1 +
k1(µ0 + k1φ0)

(k2 − k21)φ0

=
φ0k2 + µ0k1
φ0(k2 − k21)

. (A.2)

Likewise, we obtain

∂g2(M1,M2)
∂M1

∣∣∣
Mn=µY

= − µ0+k1φ0

φ0(k2−k21)

∂g1(M1,M2)
∂M2

∣∣∣
Mn=µY

= − k1
2φ0(k2−k21)

∂g2(M1,M2)
∂M2

∣∣∣
Mn=µY

= 1
2φ0(k2−k21)

.
(A.3)

Combining (A.1), (A.2) and (A.3) leads to the expression for Γ(θ) = D(θ)Σ(θ)D(θ)T as
in (3.9).

A.2 Proof of Theorem 3.4

Huber (1967) studied asymptotic normality of MLE under nonstandard conditions like
a non-differentiable likelihood function. Since the likelihood function Ln(θ) is non-
differentiable at the points Yi = µ, we will use Theorem 3 and its corollary of Huber
(1967), and start by checking the conditions.

Denote by

Ψ(Yi,θ) =




ψ1(Yi,θ)

ψ2(Yi,θ)

ψ3(Yi,θ)


 =




1
2

(
∂−

∂µ
[ln fα(Yi;µ, φ)] +

∂+

∂µ
[ln fα(Yi;µ, φ)]

)

∂
∂φ
[ln fα(Yi;µ, φ)]

∂
∂α
[ln fα(Yi;µ, φ)]




where ∂−

∂µ
[ln fα(Yi, µ, φ)] and

∂+

∂µ
[ln fα(Yi, µ, φ)] are respectively the left-hand and right-

hand derivatives of ln fα(Yi;µ, φ) with respect to µ. Since

λ(θ) = E[Ψ(Y,θ)]

exists for all θ ∈ ΘR, where expectations are always taken with respect to the true

underlying distribution fα0(Yi;µ0, φ0) with parameter vector θ0 = (µ0, φ0, α0)
T ,θ0 ∈

◦

ΘR.
The first condition (N-1) of Theorem 3 of Huber (1967) states that for each fixed

θ ∈ ΘR, Ψ(Yi,θ) is Ω-measurable, and Ψ(Yi,θ) is separable (see (A-1) of Huber (pp.
222, 1967)). This assumption ensures measurability of the supremum and limits which is
irrelevant to us. However, since Ψ(Yi,θ) is continuous and under assumption (B1), it can
be easily shown that for each fixed θ ∈ ΘR, the function Ψ(Yi,θ) is Ω-measurable and
separable (Billingsley, 1995). The second condition (N-2) is λ(θ0) = 0. The function
Ψ(Y,θ) and its expectation with respect to the underlying true distribution, λ(θ0), are
presented in Proposition 3.1. Using this proposition, we see λ(θ0) = 0 which satisfies the
condition (N-2). The condition (N-4) holds, since from Proposition 3.2, we have

E[|Ψ(Yi,θ0)|2] = E
{
[Ψ(Yi,θ0)][Ψ(Yi,θ0)]

T
}
= TraceI(θ0) <∞.

34



Since the MLE θ̂
(MLE)
n = argmaxθ∈ΘR

Ln(θ) of θ0 is consistent, we have
∑n

i=1 ψ(Yi, θ̂
(MLE)
n ) =

0, evidently and equation (27) of Huber (1967) holds. That is, for every sequence θ̂
(MLE)
n

satisfying θ̂
(MLE)
n → θ0, in probability, we have

1√
n

n∑

i=1

Ψ(Yi, θ̂
(MLE)
n ) → 0 in probability.

The remaining condition (N-3) of Theorem 3 of Huber (1967) reads as: there are strictly
positive number a, b, c, d0 such that

(i) ‖λ(θ)‖ ≥ a‖θ − θ0‖, for ‖θ − θ0‖ ≤ d0,

(ii) E[u(Yi,θ, d)] ≤ bd, for ‖θ − θ0‖+ d ≤ d0, d ≥ 0,

(iii) E[u(Yi,θ, d)
2] ≤ cd, for ‖θ − θ0‖+ d ≤ d0, d ≥ 0,

where u(Yi,θ, d) = sup
‖θ∗−θ‖≤d

‖Ψ(Yi,θ
∗) − Ψ(Yi,θ)‖; θ∗ = (µ∗, φ∗, α∗)T ∈ ΘR satisfies

‖θ∗ − θ‖ ≤ d and ‖θ‖ denotes any norm equivalent to the Euclidean norm.
Regarding part (i) above: since λ(θ) is a continuous in the neighborhood of θ0, we

have the Taylor expansion of λ(θ) at the point θ0:

λ(θ) = λ(θ0)− I(θ0)(θ − θ0) + o(‖θ − θ0‖),

since ∂
∂θ
λ(θ)

∣∣∣
θ=θ0

= −I(θ0), and hence

λ(θ) + I(θ0)(θ − θ0) = o(‖θ − θ0‖), (A.4)

since λ(θ0) = 0. Now, using spectral decomposition of I(θ0), we have

I(θ0) =
3∑

i=1

τ 2i eie
T
i ,

where τ1, τ2, τ3 are the eigenvalues of I(θ0) and e1, e2, e3 are the corresponding (orthonor-
mal) eigenvectors. Note that τi > 0, since I(θ0) is positive-definite. Then, putting
a = 0.5×min{τ1, τ2, τ3},

‖I(θ0)(θ − θ0)‖2 =
3∑

i=1

τ 2i [e
T
i (θ − θ0)]

2 ≥ 4a2
3∑

i=1

[eTi (θ − θ0)]
2 = 4a2‖θ − θ0‖2.

Hence,

2a‖θ − θ0‖ ≤ ‖I(θ0)(θ − θ0)‖ ≤ ‖λ(θ)‖+ ‖λ(θ) + I(θ0)(θ − θ0)‖.
But from (A.4), it follows that there exists d0 such that, for any θ with ‖θ − θ0‖ < d0,
we have

λ(θ) + I(θ0)(θ − θ0) ≤ a‖θ − θ0‖.
Therefore,

‖λ(θ)‖ ≥ a‖θ − θ0‖ for ‖θ − θ0‖ < d0,

and part (i) of condition (N-3) holds.
We now check (ii) and (iii) of condition (N-3). The function u(Yi,θ, d) is continuous

on the compact set ΘR. Therefore u(Yi,θ, d) is compact and bounded on ΘR. Hence,
parts (ii) and (iii) of condition (N-3) must hold for strictly positive numbers b and c.

Applying Theorem 3 and its corollary of Huber (1967) which state that
√
n(θ̂n−θ0) is

asymptotically normal with mean 0 and covariance matrix [−I(θ0)]
−1[I(θ0)][−I(θ0)]

−1 =
[I(θ0)]

−1. The elements of [I(θ)]−1 can be calculated using [I(θ)]−1 = 1
det(I(θ))adj(I(θ)).
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Supplemental Material to the paper

On quantile-based asymmetric family of distributions: properties
and inference

by

Irène Gijbels, Rezaul Karim and Anneleen Verhasselt

This supplement of the above paper contains the following additional parts:

• Proofs of Theorems 2.1 and 2.2 stated in Section 2.2. See Section S.1.

• Proofs of Theorems 3.2 and 3.3 and of Propositions 3.1 and 3.2 stated in Section 3.
See Section S.2.

• Some tables with details about relevant quantities for some specific reference densi-
ties. See Section S.3.1.

• Extensions of Theorems 3.2 and 3.4. See Section S.3.2.

• A small simulation study to investigate further the efficiency of the method-of-
moments estimators and the ML estimators. See Sections S.3.2.2 and S.4.2.

• Study of the quantile-based asymmetric Student’s-t densities and logistic densities,
in respectively Sections S.5 and S.6.

• An additional real data example in Section S.7.

S.1 Proofs of Theorems 2.1 and 2.2

S.1.1 Proof of Theorem 2.1

For y ≤ µ, we get

Fλ1,λ2(y;µ, φ) =

∫ y

−∞

2λ1λ2
φ(λ1 + λ2)

f
(
λ1(

µ− x

φ
)
)
dx =

2λ2
λ1 + λ2

∫ λ1(
y−µ
φ

)

−∞
f(z)dz

=
2λ2

λ1 + λ2
F
(
λ1(

y − µ

φ
)
)
,

since f is symmetric around 0, and where we used the change of variable z = λ1(
x−µ
φ
).

For y > µ, we again exploit the symmetry of f , and find

Fλ1,λ2(y;µ, φ) =

∫ µ

−∞
fλ1,λ2(x;µ, φ)dx+

∫ y

µ

fλ1,λ2(x;µ, φ)dx

=
λ2

λ1 + λ2
+

2λ1
λ1 + λ2

[
F
(
λ2(

y − µ

φ
)
)
− 1

2

]

=
λ2 − λ1
λ1 + λ2

+
2λ1

λ1 + λ2
F
(
λ2(

y − µ

φ
)
)
,

1



where the change of variable z = λ2(
x−µ
φ
) was used.

Let y∗ be the βth-quantile of the asymmetric distribution Fλ1,λ2(·;µ, φ). So, we have

Fλ1,λ2(y
∗;µ, φ) =





2λ2

λ1+λ2
F
(
λ1(

y∗−µ
φ

)
)
= β if y∗ ≤ µ and β ≤ λ2

λ1+λ2

λ2−λ1

λ1+λ2
+ 2λ1

λ1+λ2
F
(
λ2(

y∗−µ
φ

)
)
= β if y∗ > µ and β > λ2

λ1+λ2
.

Solving these equations, we obtain the expression in (2.3).

S.1.2 Proof of Theorem 2.2

For the rth central moment of Y about µ we find, using the changes of variables z =
λ1(

µ−y
φ
) and x = λ2(

y−µ
φ
),

E(Y − µ)r =

∫ ∞

−∞
(y − µ)rfλ1,λ2(y;µ, φ)dy

=
2λ1λ2

φ(λ1 + λ2)

[ ∫ µ

−∞
(y − µ)rf

(
λ1(

µ− y

φ
)
)
dy +

∫ ∞

µ

(y − µ)rf
(
λ2(

y − µ

φ
)
)
dy

]

=
2λ1λ2

φ(λ1 + λ2)

[
(
φ

λ1
)r+1(−1)r

∫ ∞

0

zrf(z)dz + (
φ

λ2
)r+1

∫ ∞

0

xrf(x)dx
]

=
φr

(λ1 + λ2)

[λr+1
1 + (−1)rλr+1

2

λr1λ
r
2

]
µr.

For r = 1, this leads immediately to the expression for the mean in (2.7). Further, for
r = 2, 3, 4, we obtain

E(Y − µ)2 = φ2

(λ1+λ2)

[
λ3
1+λ3

2

λ2
1λ

2
2

]
µ2, E(Y − µ)3 = φ3

(λ1+λ2)

[
λ4
1−λ4

2

λ3
1λ

3
2

]
µ3

andE(Y − µ)4 = φ4

(λ1+λ2)

[
λ5
1+λ5

2

λ4
1λ

4
2

]
µ4.

Using these expressions and (2.7), and denoting for convenience θ = E(Y ), we have

V (Y ) = E(Y − θ)2 = E(Y − µ)2 − (θ − µ)2 =
φ2

λ21λ
2
2

[(λ21 − λ1λ2 + λ22)µ2 − (λ1 − λ2)
2µ2

1]

=
φ2

λ21λ
2
2

[(λ1 − λ2)
2(µ2 − µ2

1) + λ1λ2µ2],

E(Y − θ)3 = E[(Y − µ)− (θ − µ)]3 = E(Y − µ)3 − 3(θ − µ)E(Y − µ)2 + 2(θ − µ)3

=
φ3(λ1 − λ2)

λ31λ
3
2

[(λ21 + λ22)µ3 − 3(λ21 − λ1λ2 + λ22)µ1µ2 + 2(λ1 − λ2)
2µ3

1]

=
φ3(λ1 − λ2)

λ31λ
3
2

[(λ1 − λ2)
2(µ3 − 3µ1µ2 + 2µ3

1) + λ1λ2(2µ3 − 3µ1µ2)],

2



and

E(Y − θ)4 = E(Y − µ)4 − 4(θ − µ)E(Y − µ)3 + 6(θ − µ)2E(Y − µ)2 − 3(θ − µ)4

=
φ4

λ41λ
4
2

[λ51 + λ52
λ1 + λ2

µ4 −
4(λ1 − λ2)(λ

4
1 − λ42)

λ1 + λ2
µ1µ3

+
6(λ1 − λ2)

2(λ31 + λ32)

λ1 + λ2
µ2
1µ2 − 3(λ1 − λ2)

4µ4
1

]

=
φ4

λ41λ
4
2(λ1 + λ2)

[
(λ51 + λ52)µ4 − 4(λ1 − λ2)(λ

4
1 − λ42)µ1µ3

+ 6(λ1 − λ2)
2(λ31 + λ32)µ

2
1µ2 − 3(λ1 + λ2)(λ1 − λ2)

4µ4
1

]

=
φ4

λ41λ
4
2(λ1 + λ2)

[
(λ51 + λ52)µ4 − (λ1 + λ2)(λ1 − λ2)

2{4(λ21 + λ22)µ1µ3

− 6(λ21 − λ1λ2 + λ22)µ
2
1µ2 + 3(λ1 − λ2)

2µ4
1}
]
.

Substituting these results into (2.5) leads to the expressions for skewness and kurtosis.

S.2 Proofs of Theorems 3.2 and 3.3 and Propositions

3.1 and 3.2

S.2.1 Proof of Theorem 3.2

Note first of all that M∗
3 = n−1

n∑
i=1

I(Yi ≤ µ̂n) is a step function (in µ) and is not differen-

tiable and not even continuous in µ. We follow Andrews (1994), pages 2255-2258, and pro-
ceed as follows. Recall thatMn = (M1,M2,M

∗
3 )

T and µY (θ) = (µ1,Y (θ), µ2,Y (θ), µ
∗
3,Y (θ))

T ,
and denote the moment restrictions

m̄n(θ) =Mn − µY (θ) =
1

n

n∑

i=1

m(Yi,θ) and m̄∗
n(θ) =

1

n

n∑

i=1

E(m(Yi,θ)).

Under the assumptions, m̄∗
n(θ) is differentiable in θ, and considering a mean value ex-

pression of m̄∗
n(θ0) around the method of moments estimates θ̂

(MoM)
n we get:

0 =
√
nm̄∗

n(θ0) =
√
nm̄∗

n(θ̂
(MoM)
n )− ∂m̄∗

n(θ̃n)

∂θ

√
n(θ̂(MoM)

n − θ0)

where θ̃n is such that ‖θ̃n−θ0‖ ≤ ‖θ̂(MoM)
n −θ0‖ and takes different values for each column

of ∂m̄∗
n(θ̃n)
∂θ

. With i.i.d. observations and continuity of ∂m̄∗
n(θ)
∂θ

at θ0

∂

∂θ
m̄∗

n(θ̃n)
p−→ M = lim

n→∞

1

n

n∑

i=1

∂

∂θ
E[m(Yi,θ0)].

Thus, provided M is nonsingular (see Assumption (A2))

√
n(θ̂(MoM)

n − θ0) = [M−1 + oP (1)]
√
nm̄∗

n(θ̂
(MoM)
n ) (S.1)

3



where oP (1) denotes a term that converges in probability to zero as n→ ∞.
Considering the empirical process at m(Yi,θ) given by vn(θ) =

√
n[m̄n(θ)− m̄∗

n(θ)], we
can write

−
√
nm̄∗

n(θ̂
(MoM)
n ) = [

√
nm̄n(θ̂

(MoM)
n )−

√
nm̄∗

n(θ̂
(MoM)
n )]−

√
nm̄n(θ̂

(MoM)
n )

= (vn(θ̂
(MoM)
n )− vn(θ0)) + vn(θ0)−

√
nm̄n(θ̂

(MoM)
n ). (S.2)

The third term on the right-hand side of (S.2) is oP (1) by Assumption (A1). Indeed,
Andrews (1994) proved this in the context of M-estimation. Here we consider ψ(Y −
µ) = I(Y ≤ µ) − α which belongs to a type I class of stochastic equicontinuous func-
tions described in Andrews (1994). Note that stochastic equicontinuity requires that√
n[m̄n(θ0)−m̄∗

n(θ0)] and
√
n[m̄n(θ̂

(MoM)
n )−m̄∗

n(θ̂
(MoM)
n )] are asymptotically equivalent.

The second term on the right-hand side of (S.2) is asymptotically normal by an
ordinary central limit theorem, since vn(θ0) is a normalized sum of mean zero random
variables. That is

vn(θ0) =
1√
n

n∑

i=1

[m(Yi,θ0)− E(m(Yi,θ0))]
d−→ N(0,S) as n→ ∞,

where S = limn→∞ Var[(1/
√
n)

∑n
i=1m(Yi,θ0)] = E[m(Yi,θ0)m(Yi,θ0)

T ], using Assump-
tion (A4).
Next, the first term on the right-hand side of (S.2) is

vn(θ̂
(MoM)
n )− vn(θ0) ≡

√
n[m̄n(θ̂

(MoM)
n )− m̄∗

n(θ̂
(MoM)
n )− m̄n(θ0)] = oP (1), (S.3)

under Assumptions (A1) and (A3) of the stochastic equicontinuity of {vn(·) : n ≥ 1}, and
θ̂
(MoM)
n

p−→ θ0. Combining (S.1)—(S.3) yields the asymptotic normality result in (3.10).
If α is known then D(θ) = M−1 and Σ(θ) = S described in Theorem 3.1.

S.2.2 Proof of Theorem 3.3

The consistency of the MLE θ̂
(MLE)
n can be proved by checking the conditions of Theorem

2.1 in Newey and McFadden (1994), page 2121.
First we prove the uniqueness condition (i) of that Theorem 2.1 by using Lemma 2.2

of Newey and McFadden (1994), page 2124. The identification condition of Lemma 2.2,
is that if θ 6= θ0 then fα(·;θ) 6= fα0(·;θ0). For this condition, it suffices to prove that for
any θ 6= θ0,

fα(Yi;θ) 6= fα0(Yi;θ0)

on a set of positive probability.
Let us consider the case where fα(·;θ) = fα0(·;θ0). This implies that fα(·;θ) and

fα0(·;θ0) have the same mode. Since the asymmetric density is unimodal we necessar-
ily have that µ = µ0. Moreover, note that fα(·;θ) = fα0(·;θ0) implies that Fα(·;θ) =
Fα0(·;θ0) and α = Fα(µ) = Fα0(µ0) = α0. Therefore, we have α = α0. Comparing the
values that the asymmetric densities achieve at their modes we get fα(µ;θ) = fα0(µ0;θ0)
with µ = µ0, implies φ = φ0. Hence, θ = θ0 which indicates identification.
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The second condition of Lemma 2.2 is that E[| ln fα(Y ;µ, φ)|] <∞. For a density in
(2.12) we have that

ln fα(y;µ, φ) = ln[2α(1− α)]− ln(φ) + ln
[
f
(
(1− α)

(µ− y

φ

))]
I(y ≤ µ)

+ ln
[
f
(
α(
y − µ

φ

))]
I(y > µ), (S.4)

and hence, for every θ ∈ Θ, we find

E
[∣∣ ln fα(Y ;µ, φ)

∣∣] ≤ | ln[2α(1− α)]|+ | ln(φ)|+ E
[∣∣∣ ln f

(
(1− α)

(µ− Y

φ

))∣∣∣I(Y ≤ µ)
]

+ E
[∣∣∣ ln f

(
α(
Y − µ

φ

))∣∣∣I(Y > µ)
]

= | ln[2α(1− α)]|+ | ln(φ)|+ 2

∫ ∞

0

∣∣ ln f(s)
∣∣f(s)ds.

Applying Assumption (B2) then guarantees that E
[∣∣ ln fα(Y ;µ, φ)

∣∣] < ∞. Note that
fα(y;µ, φ) is a continuous function and ln fα(y;µ, φ) is continuous at each θ ∈ ΘR. Hence,
all assumptions of Lemma 2.2 and Lemma 2.4 of Newey and McFadden (1994), pages 2124-
2129, are satisfied. Application of Lemma 2.2 then gives that for any E[ln fα(Y ;µ, φ)]
has a unique maximum at θ0 and hence assumption (i) of Theorem 2.1 in Newey and
McFadden (1994), page 2121, is proved.

Condition (ii) of Theorem 2.1 in Newey and McFadden (1994) is satisfied by con-
sidering assumption (B1). Further, Conditions (iii) and (iv) of the same theorem are
ensured by using Lemma 2.4 of Newey and McFadden (1994), page 2129. Finally, since
all assumptions of Theorem 2.1 in Newey and McFadden (1994) hold, we can apply the

result which leads to θ̂
(MLE)
n

P−→ θ0.

S.2.3 Proof of Proposition 3.1

From the expression of the log-density in (S.4), it is easily deduced that

∂

∂µ
ln fα(y;µ, φ) =





(1−α)f ′

(
(1−α)(µ−y

φ
)

)

φf

(
(1−α)(µ−y

φ
)

) if y ≤ µ

−
αf ′

(
α( y−µ

φ
)

)

φf

(
α(µ−y

φ
)

) if y > µ,

∂

∂φ
ln fα(y;µ, φ) =





− 1
φ
−

(1−α)f ′

(
(1−α)(µ−y

φ
)

)
(µ−y)

φ2f

(
(1−α)(µ−y

φ
)

) if y ≤ µ

− 1
φ
−

αf ′

(
α( y−µ

φ
)

)
(y−µ)

φ2f

(
α(µ−y

φ
)

) if y > µ,
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∂

∂α
ln fα(y;µ, φ) =





1−2α
α(1−α)

−
f ′

(
(1−α)(µ−y

φ
)

)
(µ−y)

φf

(
(1−α)(µ−y

φ
)

) if y ≤ µ

1−2α
α(1−α)

+
f ′

(
α( y−µ

φ
)

)
(y−µ)

φf

(
α(µ−y

φ
)

) if y > µ.

Taking expectations of the corresponding random quantities we obtain

E
[ ∂
∂µ

ln fα(Y ;µ, φ)
]
=

2α(1− α)

φ

[ ∫ ∞

0

f ′(s)ds−
∫ ∞

0

f ′(s)ds
]
= 0

E
[ ∂
∂φ

ln fα(Y ;µ, φ)
]
= −1

φ
− 2

φ

∫ ∞

0

sf ′(s)ds = 0

E
[ ∂
∂α

ln fα(Y ;µ, φ)
]
=

1

2

[ 2− 4α

α(1− α)

]
+
[ 2− 4α

α(1− α)

] ∫ ∞

0

sf ′(s)ds = 0,

where we used Assumption (B4).

S.2.4 Proof of Proposition 3.2

From the first order derivatives of the log-density, provided in Section S.2.3, we obtain
the second order derivatives, which then lead to all elements in the Fisher Information
matrix:

E
[( ∂

∂µ
ln fα(Y ;µ, φ)

)2]
=

2α(1− α)

φ2

[ ∫ ∞

0

(f ′(s))2

f(s)
ds
]
=

2α(1− α)γ1
φ2

E
[( ∂

∂µ
ln fα(Y ;µ, φ)

)( ∂

∂φ
ln fα(Y ;µ, φ)

)]
= 0

E
[( ∂

∂µ
ln fα(Y ;µ, φ)

)( ∂

∂α
ln fα(Y ;µ, φ)

)]
= −2

φ

[ ∫ ∞

0

s · (f
′(s))2

f(s)
ds
]
= −2γ2

φ

E
[( ∂

∂φ
ln fα(Y ;µ, φ)

)2]
=

1

φ2

[
2

∫ ∞

0

s2 · (f
′(s))2

f(s)
ds− 1

]
=

1

φ2
(2γ3 − 1).

Further, we find

E
[( ∂

∂φ
ln fα(Y ;µ, φ)

)( ∂

∂α
ln fα(Y ;µ, φ)

)]
= − (1− 2α)

α(1− α)φ

[
2

∫ ∞

0

s2 · (f
′(s))2

f(s)
ds− 1

]

= − (1− 2α)

α(1− α)φ
(2γ3 − 1),

E
[( ∂

∂α
ln fα(Y ;µ, φ)

)2]
= 2

[α3 + (1− α)3

α2(1− α)2

] ∫ ∞

0

s2 · (f
′(s))2

f(s)
ds− (1− 2α)2

α2(1− α)2

= 2
[α3 + (1− α)3

α2(1− α)2

]
γ3 −

(1− 2α)2

α2(1− α)2
.

S.3 Parameter estimation

S.3.1 Examples

Table S.1 gives the quantities f , F , F−1, µr, for r = 1, 2, 3, 4, and ϕ+ for four reference
symmetric densities: a standard normal density, a Student’s-t density, a logistic and a
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Laplace density. For details of notations we refer the reader to Sections 4, 5, S.5 and S.6.

Table S.1: The functions f , F , F−1 and ϕ+, and the values of µr and γr for standard
normal, Student’s-t with ν degrees of freedom, logistic and Laplace densities.

Normal density Student’s-t density Logistic density Laplace density

with ν degrees of freedom

f(s) (
√
2π)−1e−

1
2
s2 Γ

(
ν+1

2

)
√

νπΓ
(

ν
2

)
(
1 + s2

ν

)
−

ν+1

2 e−s

(1+e−s)2
1
2e

−|s|

F (s) 1
2

[
1 + erf

(
s
√

2

)]
I{s ≥ 0} − 1

2 sign(s)I ν

ν+s2
( ν2 ,

1
2 ) (1 + e−s)−1 1

2 + 1
2 sign(s)

(
1− e−|s|

)

F−1(β)
√
2Γ−1

(
1
2 ,
√
π(2− 2β

)




−
√

1

I
−1

2β

(
ν
2
, 1
2

) − 1 if β ≤ 1
2

√
1

I
−1

2(1−β)

(
ν
2
, 1
2

) − 1 if β > 1
2

ln
(

β
1−β

)
−sign(β − 1

2 ) ln
(
1− 2

∣∣β − 1
2

∣∣)

ϕ+(s) 1
2e

−
s2

2

[
1 + erf( i s

√

2

]
ν

ν
2

B( 1
2
, ν
2
)
I(i s,

√
ν, ν+1

2 ) B 1
2
(1− i s, 1 + i s) (2(1− is))−1

µ1

√

2
√

π

√

νΓ( ν−1

2
)

√

πΓ( ν
2
)

2 ln(2) 1

µ2 1 ν
ν−2

π2

3 2

µ3
2
√

2
√

π

ν
√

νΓ( ν−3

2
)

√

πΓ( ν
2
)

12 η(3) 6

µ4 3 3ν2

(ν−2)(ν−4)
7
15π

4 24

γ1
1
2

(ν+1)
2(ν+3)

1
6

1
2

γ2
√

2
√

π

4Γ(ν/2+3/2)
√

πν(ν+3)Γ(ν/2)
1
6 + ln(2)

3
1
2

γ3
3
2

3(ν+1)
2(ν+3)

2
3 + π2

18 1

Table S.2 gives the values of the quantities RAVar(µ̂n) and RAVar(φ̂n) for some
examples of reference symmetric densities.

S.3.2 Extended parameter estimation

In Section 2.1 we implicitly assume that the reference standard symmetric density involves
no extra parameters. This is not always the case. For example, for a Student’s-t distribu-
tion this reference density involves the degrees of freedom ν, and for the Champernowne
distribution there are 3 additional parameters (see Champernowne, 1952). The theoretical
results of Section 3 remain valid when the reference density f itself involves a parameter
vector κ, of dimension k, and the extended vector of parameters is then θ = (µ, φ, α,κT )T .
In this extended version the true parameter is denoted by θ0 = (µ0, φ0, α0,κ

T
0 )

T . Based on
an i.i.d. sample Y1, . . . , Yn from Y with density fα(·;µ, φ,κ) in (2.12), where the reference
density f involves a parameter vector κ, we consider estimation of θ. In the sequel we
denote by θ̂n = (µ̂, φ̂n, α̂n, κ̂

T
n )

T an estimator of θ.

S.3.2.1 Asymptotic behaviour of the estimators

The results from Section 3 can be easily extended to this more general setting. Theorem
S.3.1 provides the extension of Theorem 3.2, whereas Theorem S.3.2 generalizes Theorem
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Table S.2: The value of RAVar(µ̂n) and RAVar(φ̂n) for α = (limαց0, 0.5, limαր1).

α α = 0.5 limαց0 and limαր1

AND RAVar(µ̂n) 1 +∞

RAVar(φ̂n) 1
1− 8

π2
(
1− 2

π

)2 ≈ 1.435

ATD RAVar(µ̂n)
ν(ν + 1)

(ν − 2)(ν + 3)
+∞

RAVar(φ̂n)
ν(ν − 1)

(ν − 4)(ν + 3)

ν
(
g̃(ν)− 2 (ν − 2)

2
(ν − 4) f̃

4
(ν) + 4π (ν − 2) (ν − 4) f̃

2
(ν)

)

(ν + 3) (ν − 4)
{
π − (ν − 2) f̃

2
(ν)

}2

ALD RAVar(µ̂n)
π2

9
≈ 1.097 +∞

RAVar(φ̂n)
4

5

(
1

3
+

π2

9

)
≈ 1.144

4
45π

4 − 16(ln(2))4 + 8
3π

2(ln(2))2 − 24 ln(2)η(3)
(
π2

3 − 4(ln(2))2
)2

(
1

3
+

π2

9

)

≈ 1.996

ALaD RAVar(µ̂n) 2 +∞
RAVar(φ̂n) 1.25 2

Notation: f̃(ν) =
Γ(ν−1

2
)

Γ(ν
2
)

and g̃(ν) = π2 (ν − 1)− 2π (ν − 2)2 (ν − 4)
Γ(ν−3

2
)

Γ(ν
2
)
f̃(ν).

3.4. The proofs of these extended theorems are omitted since they are very similar to
these for Theorems 3.2 and 3.4.

Theorem S.3.1. (Extension of Theorem 3.2)
Let µk+3,Y (κ) be the vector of extra population moments of order 4, . . . , 3 + k, denote
by Mk the column vector of corresponding sample moments. Consider (µ1,Y (θ), µ2,Y (θ),
µ∗
3,Y (θ), (µk+3,Y (θ))

T )T and Mn = (M1,M2,M
∗
3 ,M

T
k )

T with M∗
3 = n−1

∑n
i=1 I(Y ≤ µ).

Further let m̄n(θ) = Mn − µY (θ) = 1
n

n∑
i=1

m(Yi,θ) be a vector of moment restrictions

which is non-differentiable with respect to the unknown parameters, and denote the
MoM estimator by θ̂

(MoM)
n = (µ̂

(MoM)
n , φ̂

(MoM)
n , α̂

(MoM)
n , (κ̂

(MoM)
n )T )T . Suppose Assumptions

(A1)—(A4) hold. Then

√
n(θ̂(MoM)

n − θ0) d−→ N(3+k)(0,M
−1S(M−1)T ) as n→ ∞,

where S = E[m(Y,θ0)m(Y,θ0)
T ].

Denote by θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n , (κ̂

(MLE)
n )T )T the MLE of θ.

To establish the asymptotic properties of the MLE estimator of θ, we need to extend
Theorem 3.4. We first introduce a notation for the score vector:

Ψ(Y,θ) =

(
∂ ln fα(Y,θ)

∂θ

)
.
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The more general form of the theorem is stated under a set of more general conditions,
including the following ones.
Assumptions:

(C1) The MLE θ̂
(MLE)
n = ((µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n , (κ̂

(MLE)
n )T )T of θ is a consistent estima-

tor for θ0.

(C2) E
[
Ψ(Y,θ)

]
θ=θ0

= 0.

Theorem S.3.2. (Extension of Theorem 3.4)

Suppose Assumptions (B1), (C1) and (C2) hold. Then the MLE θ̂
(MLE)
n is asymptotically

normally distributed with mean 0 and covariance matrix [I(θ0)]−1:

√
n(θ̂(MLE)

n − θ0) d−→ N(k+3)(0, I(θ0)−1) as n→ ∞,

where I(θ) = E
[
ψ(Y,θ)ψ(Y,θ)T

]
is the Fisher information matrix, of dimension (k +

3)× (k + 3).

S.3.2.2 Comparison of MoM and ML estimators

In Section 3.3.3 we compared the asymptotic behaviour of the MoM and ML estimators,
which was then further studied for some special cases of densities in Section 3.4. Table
S.3 complements Table S.2 and further details the asumptotic behaviour of RAVar(µ̂n) =

AVar(µ̂
(MoM)
n )/AVar(µ̂

(MLE)
n ) and RAVar(φ̂n) = AVar(φ̂

(MoM)
n )/AVar(φ̂

(MLE)
n ) for various

values of α.

Table S.3: The value of RAVar(µ̂n) and RAVar(φ̂n) for different values of α.

α 0.01 0.10 0.25 0.50 0.75 0.90 0.99

AND
RAVar(µ̂n) 33.476 2.926 1.207 1.000 1.207 2.926 33.476
RAVar(σ̂n) 1.428 1.351 1.181 1.000 1.183 1.351 1.428

ATD RAVar(µ̂n) 38.499 3.171 1.206 1.014 1.206 3.171 38.499

(ν = 20) RAVar(φ̂n) 1.640 1.537 1.301 1.033 1.301 1.537 1.640

ATD RAVar(µ̂n) 34.112 2.951 1.203 1.001 1.203 2.951 34.112

(ν = 100) RAVar(φ̂n) 1.458 1.377 1.198 1.001 1.198 1.377 1.458

ALD
RAVar(µ̂n) 50.229 3.857 1.278 1.097 1.278 3.857 50.229

RAVar(φ̂n) 1.986 1.868 1.553 1.144 1.553 1.868 1.986

ALaD
RAVar(µ̂n) 97.021 7.293 2.173 2.000 2.173 7.293 97.021

RAVar(φ̂n) 2.000 1.964 1.730 1.250 1.730 1.964 2.000

S.4 Quantile-based asymmetric normal densities

Figure S.1 presents some examples of the Asymmetric normal densities. From these plots
the impact and meaning of the different parameters are clearly visible.
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Figure S.1: Asymmetric normal densities with α = (0.25, 0.50, 0.75) and µ = 0 for dif-
ferent values of σ; and (bottom right) with α = 0.25, σ = 1 and for various values of
µ.

S.4.1 Calculation of the ML estimators

In Section 5.3.2 we checked that the working conditions for applying the maximum like-
lihood methodology of Section 3.2 are fulfilled. The details of this estimation method for
the case of the asymmetric normal quantile-based density are provided below.

Let m is the first number for which g′1+(Y(m)) ≤ 0, i.e., g′1+(Y(m−1)) > 0. For the
algorithm described in Section 3.2, we have,

(a) given σ ∈ (0,∞) and α ∈ (0, 1), the MLE of µ is

µ̂ = µ̂0(σ, α) =





Y(m) if g′1−(Y(m)) ≥ 0

(1−α)2
m−1∑

i=1
Y(i)+α2

n∑

i=m

Y(i)

(1−α)2(m−1)+α2(n−m+1)
if g′1−(Y(m)) < 0.

(b) given µ ∈ (Y(1), Y(n)) and α ∈ (0, 1), the MLE of σ is

σ̂ = σ̂0(µ, α) =

√√√√(1− α)2

n

n∑

i=1

(Yi − µ)2I(Yi ≤ µ) +
α2

n

n∑

i=1

(Yi − µ)2I(Yi > µ).

(c) given µ ∈ (Y(1), Y(n)) and σ ∈ (0,∞), the MLE of α is α̂ = α̂0(µ, σ), where α̂ is the
root of the equation

n

α
− n

1− α
− 1

σ2

n∑

i=1

(Yi − µ)2[αI(Yi > µ)− (1− α)I(Yi ≤ µ)] = 0,

which lies in (0, 1).

Using the algorithm presented in Section 3.2, we can find the MLE of θ.
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S.4.2 Comparison between the asymptotic variances of MoM
and ML estimators

The graphical representation of the ratio’s RAVar(µ̂n) and RAVar(φ̂n) for the asymmetric
normal density is provided in Figure S.2. Similar remarks as for Figure 4.1 can be made.
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Figure S.2: Asymmetric normal density. The ratio of asymptotic variances of µ̂n (left)

and φ̂n (right) obtained by MoM and MLE as a function of the index-parameter α.

S.4.3 Comparison between finite-sample performance of MoM
and ML estimators: simulation study

We want to investigate the finite-sample performance of the MoM and ML estimators for
the asymmetric normal density in (5.8). For this purpose, we generate 100 samples of
sample size n from the asymmetric normal distribution in (5.8) with µ = 0, σ = 1, 2, 3
and α = 0.25, 0.5, 0.75. For the generation of the sample we use an inversion method:
(1) we generate from a random variable U from U(0, 1); and (2) generate Y by using
Y = F−1

α (U). For each sample we compute the MoM and ML estimates. Based on
the 100 simulated samples, the average of the estimates, and the approximated bias are
obtained. Similarly, an approximation of the variance and subsequently the approximated
Mean Squared Error (MSE) of the estimator are obtained. The results, for sample sizes
n = 20 and 100 are presented in Table S.4 when α is unknown (and estimated) and in
Table S.5 when α is considered known.

It is clearly seen that for larger sample size the MoM and ML estimates are closer. For
n = 100 the MLE performs in most cases better than the MoM estimators with respect to
bias and MSE. For sample size n = 20 however, the MoM performs better (with respect
to MSE) than the MLE for estimating µ and α. The MSE-values for σ̂ are relatively close
for both estimators. The MoM estimators for σ and α exhibit a smaller bias than the ML
estimators. This is not so for the estimation of µ. Boxplots for both estimators, based on
the 100 simulated samples of size n = 100, are presented in Figure S.3. The true values
of the parameters are indicated with the dotted horizontal lines.

11



Table S.4: Comparison of MLE versus MoM for the sample size n = 20 and n = 100 for
the AND(µ, σ, α) distribution.

n = 20

(µ, σ) α Bias(µ̂) Bias(σ̂) Bias(α̂) MSE(µ̂) MSE(σ̂ ) MSE(α̂)

(0,1)

0.25
MLE 0.308 0.398 0.050 2.894 0.207 0.040
MoM 0.372 −0.046 0.042 2.206 0.226 0.026

0.5
MLE 0.038 0.356 0.012 4.414 0.145 0.084
MoM −0.053 −0.125 −0.004 1.156 0.051 0.025

0.75
MLE −0.153 0.375 −0.039 3.389 0.192 0.045
MoM −0.563 −0.060 −0.055 2.802 0.247 0.035

(0,2)

0.25
MLE 0.661 0.828 0.054 11.763 0.898 0.042
MoM 0.745 −0.092 0.041 8.825 0.902 0.026

0.5
MLE 0.142 0.744 0.018 14.186 0.628 0.088
MoM −0.106 −0.251 −0.004 4.624 0.206 0.025

0.75
MLE −0.237 0.771 −0.035 14.613 0.783 0.050
MoM −1.125 −0.121 −0.055 11.207 0.988 0.035

(0,3)

0.25
MLE 1.001 1.256 0.055 26.521 2.061 0.042
MoM 1.117 −0.138 0.041 19.857 2.030 0.026

0.5
MLE 0.220 1.123 0.018 31.980 1.437 0.089
MoM −0.158 −0.376 −0.004 10.405 0.463 0.025

0.75
MLE 0.343 1.166 −0.034 33.325 1.790 0.051
MoM −1.688 −0.181 −0.055 25.216 2.224 0.035

n = 100

(0,1)

0.25
MLE −0.094 −0.075 0.013 0.603 0.074 0.007
MoM 0.154 −0.015 0.014 0.845 0.131 0.012

0.5
MLE 0.003 0.035 0.002 0.385 0.010 0.008
MoM 0.031 −0.024 0.004 0.284 0.007 0.006

0.75
MLE −0.191 0.106 −0.022 0.676 0.070 0.008
MoM −0.013 −0.094 0.005 1.123 0.169 0.016

(0,2)

0.25
MLE 0.185 0.148 0.012 2.400 0.292 0.007
MoM 0.308 −0.029 0.014 3.380 0.524 0.012

0.5
MLE 0.008 0.070 0.002 1.539 0.039 0.008
MoM 0.062 −0.048 0.004 1.135 0.028 0.006

0.75
MLE −0.346 0.207 −0.021 2.625 0.273 0.008
MoM −0.026 −0.187 0.005 4.491 0.674 0.016

(0,3)

0.25
MLE 0.267 0.220 0.012 5.413 0.657 0.007
MoM 0.462 −0.044 0.014 7.605 1.179 0.012

0.5
MLE 0.005 0.104 0.001 3.461 0.088 0.008
MoM 0.092 −0.072 0.004 2.554 0.063 0.006

0.75
MLE −0.517 0.310 −0.020 5.907 0.612 0.008
MoM −0.038 −0.281 0.005 10.104 1.517 0.016

S.5 Quantile-based asymmetric Student’s-t densities

Student’s-t distributions are widely used in financial econometrics and risk management,
since in these applications empirical distributions are typically less peaked and have heav-
ier tails than the normal distribution. The skew Student’s-t distribution is a popular al-
ternative of a skew normal distribution. There are several definitions of skew Student’s-t
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Table S.5: Comparison of MLE versus MoM for the sample size n = 20 and n = 100 for
the AND(µ, σ) distribution (case α known).

n = 20 n = 100

α (µ, σ) Bias(µ̂) Bias(σ̂) MSE(µ̂) MSE(σ̂ ) Bias(µ̂) Bias(σ̂) MSE(µ̂) MSE(σ̂)

0.25

(0,1)

MLE <0.001 0.020 0.190 0.023 −0.002 0.002 0.051 0.006
MoM 0.006 -0.016 0.245 0.026 0.006 0.001 0.065 0.006

0.50
MLE 0.042 0.008 0.250 0.028 −0.001 0.009 0.035 0.005
MoM −0.028 −0.014 0.153 0.022 <0.001 0.003 0.036 0.006

0.75
MLE −0.024 0.052 0.229 0.026 0.040 0.011 0.005 0.024
MoM −0.086 −0.016 0.286 0.024 −0.001 0.003 0.063 0.007

0.25

(0,2)

MLE <0.001 0.040 0.761 0.092 0.003 −0.004 0.206 0.022
MoM 0.013 −0.031 0.980 0.105 0.011 0.003 0.261 0.024

0.50
MLE 0.084 0.015 0.998 0.111 −0.500 −0.004 0.206 0.022
MoM −0.055 −0.027 0.613 0.089 0.001 0.006 0.145 0.023

0.75
MLE −0.048 0.104 0.917 0.106 0.079 0.022 0.202 0.019
MoM −0.171 −0.032 1.143 0.096 −0.003 0.006 0.252 0.028

0.25

(0,3)

MLE <0.001 0.060 1.711 0.206 0.006 −0.007 0.463 0.050
MoM 0.019 −0.047 2.205 0.236 0.017 0.004 0.587 0.053

0.50
MLE 0.127 0.023 2.246 0.249 −0.004 0.028 0.315 0.043
MoM −0.083 −0.041 1.379 0.200 0.001 0.009 0.327 0.052

0.75
MLE −0.072 0.156 2.062 0.238 0.118 0.032 0.456 0.042
MoM −0.257 −0.047 2.571 0.216 −0.004 0.009 0.567 0.062
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Figure S.3: Aymmetric normal density. Boxplots for estimation of µ (left), σ (middle)
and α (right), of the MoM and ML estimates for the true values (µ, φ, α) = (0, 1, 0.25)
(indicated by the dotted horizontal lines in red color), based on samples of size n = 100.

distributions available in the literature. The most popular skew Student’s-t density was
obtained by using the methodology of Azzalini (1985) in (1.1):

fλ(y) = 2F (λy)f(y) λ ∈ R, y ∈ R, (S.5)

where f(y) is a Student’s-t density symmetric about 0 and F (y) is its cumulative distri-
bution function. In this case, the density involves an incomplete beta function, leading
to the relative intractability of the distribution function. Variations of this density have
been discussed by DiCiccio et al. (1997), Branco and Dey (2001), Azzalini and Capitanio
(2003), Azzalini and Genton (2008), among others. Branco and Dey (2001) and Gupta
(2003) extended this density to the multivariate case.
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Fernández and Steel (1998), following the approach in (1.2), proposed the class of
skew Student’s-t densities

fγ,ν(y;µ, φ) =
2

γ + 1
γ

Γ(ν+1
2
)

Γ(ν
2
)
√
πν

1

φ





[
1 + (y−µ)2

νφ2γ2

]− (ν+1)
2

if y > µ
[
1 + γ2 (y−µ)2

νφ2

]− (ν+1)
2

if y ≤ µ,

(S.6)

where µ and φ are the location and scale parameters, respectively.
The third type of skew Student’s-t distribution was proposed by Jones and Faddy

(2003) with as density

fν1,ν2(y) =
1

k

[
1 +

y√
(ν1 + ν2 + y2)

]ν1+ 1
2
[
1− y√

(ν1 + ν2 + y2)

]ν2+ 1
2
, (S.7)

where k = B(ν1, ν2)
√

(ν1 + ν2)2
ν1+ν2−1, and ν1, ν2 > 0, withB(m,n) =

∫ 1

0
tm−1(1−t)n−1dt

the beta function. When ν1 = ν2 = ν, then fν1,ν2(y) in (S.7) corresponds to the standard
symmetric Student’s-t density with 2ν degrees of freedom. When ν1 < ν2 or ν1 > ν2,
fν1,ν2(y) is negatively or positively skewed, respectively.

Recently, another type of an asymmetric Student’s-t distribution was proposed by
Zhu and Galbraith (2010):

fτ,ν1,ν2(y;µ, φ) =





1−τ
1−τ∗

k(ν2)
[
1 + 1

ν2

(
y−µ

2(1−τ∗)φ

)2]− (ν2+1)
2

if y > µ

τ
τ∗
k(ν1)

[
1 + 1

ν1

(
y−µ
2τ∗φ

)2]− (ν1+1)
2

if y ≤ µ,

(S.8)

where τ ∈ (0, 1) is the skewness parameter, ν1 > 0 and ν2 > 0 are the left and right tail

parameters respectively, and k(ν) = Γ((ν+1)/2)√
νπΓ(ν/2)

and τ ∗ = τk(ν1)
τk(ν1)+(1−τ)k(ν2)

.

S.5.1 Definition of the asymmetric Student’s-t densities

Consider for the reference symmetric density, a Student’s-t density with ν degrees of
freedom, for which the density is as indicated in Table S.1. Recall that the beta function
B(m,n) can be expressed in terms of Gamma functions as

B(m,n) =
Γ(m)Γ(n)

Γ(m+ n)
,

and since Γ(1
2
) =

√
π, the density of a symmetric Student’s-t can be written as

f(y) =
1√

νB(1
2
, ν
2
)

(
1 +

y2

ν

)−(ν+1)/2

.

Using this into (2.1) leads to the five parameter asymmetric Student’s-t density

fλ1,λ2,ν(y;µ, φ) =
2λ1λ2

(λ1 + λ2)

1

φ
√
νB(1

2
, ν
2
)





(
1 +

λ2
2

ν

(
y−µ
φ

)2)− ν+1
2

if y > µ
(
1 +

λ2
1

ν

(
µ−y
φ

)2)− ν+1
2

if y ≤ µ.
(S.9)
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For ν = 1, the density fλ1,λ2,ν(y;µ, φ) turns out to be the asymmetric Cauchy density.
With the Student’s-t reference symmetric density, (2.12) leads to the four parameter

asymmetric Student’s-t density

fα,ν(y;µ, φ) =
2α(1− α)

φ
√
νB(1

2
, ν
2
)





(
1 + α2

ν

(
y−µ
φ

)2)− ν+1
2

if y > µ
(
1 + (1−α)2

ν

(
µ−y
φ

)2)− ν+1
2

if y ≤ µ.
(S.10)

For a random variable Y having density (S.9) (respectively density (S.10)) we say
that Y ∼ ATD(µ, φ, λ1, λ2, ν) (respectively Y ∼ ATD(µ, φ, α, ν)).

Figure S.4 depicts the density (S.10) for µ = 0, φ = 1, α = 0.25, and various values of
ν. From this figure it is clearly seen that the shape of the asymmetric Student’s-t density
ATD(µ = 0, φ = 1, α = 0.25, ν) is similar to the shape of asymmetric normal density
AND(µ = 0, σ = 1, α = 0.25) for large ν. As such this property is inherited from a similar
property for the reference symmetric density.

−10 0 10 20 30

0.
00

0.
05

0.
10

0.
15

y

f 0
.2

5(
y)

ATD(µ = 0, φ =1, ν = 1)
ATD(µ = 0, φ =1, ν = 3)
ATD(µ = 0, φ =1, ν = 5)
ATD(µ = 0, φ =1, ν = 30)
AND(µ = 0, σ =1)

Figure S.4: Asymmetric Student’s-t density for µ = 0, φ = 1, α = 0.25 and various values
of ν, together with an asymmetric normal density with the same values for µ, φ and α.

The most popular existing skew Student’s-t density is obtained via (S.5) introducing
location and scale parameters µ and φ and refering to the symmetric Student’s-t density
f with ν degrees of freedom:

fλ,ν(y;µ, φ) =
2

φ
F
[
λ
(y − µ

φ

)]
f
(y − µ

φ

)
y ∈ R. (S.11)

This skew Student’s-t density has a very different form than the asymmetric Student’s-t
density (S.10). In the latter density µ equals the αth quantile of the distribution. Figure
S.5 provides a visual comparison between the two densities. From this it is clearly seen
that density (S.10) is simply the result of introducing a scale factor α in the positive and
the negative orthants of the standard Student’s-t density such that the density retains the
same unique mode µ. In contrast, the modes of the skew Student’s-t density (S.11) are
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Figure S.5: Left: Asymmetric Student’s-t densities from (S.10) for different index values
α. Right: Skew Student’s-t densities as in (S.11) for different index values γ. Location
and scale parameters are µ = 0 and φ = 1, and degrees of freedom ν = 15.
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Figure S.6: Asymmetric Student’s-t distribution with α = (0.25, 0.50, 0.75) and µ = 0 with
different values of φ; and (bottom right) α = 0.25, µ = (−5, 0, 5, 10) and φ = 1. Degrees
of freedom ν is 20.

different for different index values λ (and fixed µ). Figure S.6 provides some more plots
of densities belonging to the family in (S.10).

Remark S.5.1. As in the general setting, the density in (S.6) is a special case of
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ATD(µ, φ, λ1, λ2, ν), obtained by taking λ1 = γ, and λ2 =
1
γ
. Taking λ1 =

1
2τ∗

, λ2 =
1

2(1−τ∗)

and ν1 = ν2 = ν, it is seen that density (S.8) is also an element of the family of densities
in (S.9).

S.5.2 Properties of the asymmetric Student’s-t densities

Application of Theorems 2.1, 2.2 and 2.3, and Corollary 2.1 to the setting of Section 5.1,
leads to the properties of the densities in (5.7) and (5.8) as summarized in Table 5.1.

For applying the general results in Section 2.2 we need to calculate the characteristic
quantities for the reference symmetric Student’s-t density. See also Section 3.4.

For the symmetric Student’s-t distribution with ν degrees of freedom, the cumula-
tive distribution function is F (y) = 1 − 1

2
I ν

ν+y2
(ν
2
, 1
2
) for y ≥ 0, where Iy∗(

ν
2
, 1
2
) is the

regularized incomplete beta function (known as a cumulative distribution function of a
beta distribution) defined in terms of the incomplete beta function and the complete beta
function, i.e.

Iy∗(
ν

2
,
1

2
) =

By∗(
ν
2
, 1
2
)

B(1
2
, ν
2
)

where By∗(
ν

2
,
1

2
) =

y∗∫

0

s
ν
2
−1(1− s)

1
2
−1ds.

See Johnson et al. (1995). Using Theorem 2.1 and the above expression for F , we then
find, for y ≤ µ,

Fλ1,λ2,ν(y;µ, φ) =
2λ2

λ1 + λ2
F
(
λ1(

y − µ

φ
)
)
=

2λ2
λ1 + λ2

[1− F
(
λ1(

µ− y

φ
)
)
]

=
2λ2

λ1 + λ2
− 2λ2
λ1 + λ2

[1− 1

2
xIy∗(

ν

2
,
1

2
)]

=
λ2

(λ1 + λ2)
Iy∗(

ν

2
,
1

2
),

where Iy∗(
ν
2
, 1
2
) is the regularized incomplete beta function with y∗ = 1

1+
λ21
ν

(
µ−y
φ

)2 .

For y > µ, we get

Fλ1,λ2,ν(y;µ, φ) =
λ2 − λ1
λ1 + λ2

+
2λ1

λ1 + λ2
F
(
λ2(

y − µ

φ
)
)
=
λ2 − λ1
λ1 + λ2

+
2λ1

λ1 + λ2
[1− 1

2
Ix∗(

ν

2
,
1

2
)]

= 1− λ1
λ1 + λ2

I∗x(
ν

2
,
1

2
),

where Ix∗(ν
2
, 1
2
) is the regularized incomplete beta function with x∗ = 1

1+
λ22
ν

(
y−µ
φ

)2 . As such

we obtain the expression for the cumulative distribution function in Table S.6.
From the expression for the cumulative distribution function one can then derive the

quantile function by considering I−1
s (ν

2
, 1
2
) the inverse regularized incomplete beta func-

tion, i.e. z = I−1
s (ν

2
, 1
2
) is equivalent to s = Iz(

ν
2
, 1
2
). This leads to the expression for the

quantile function in Table S.6.

Next, for applying Theorem 2.2, we need to calculate the quantities µr = 2
∫∞
0
srf(s)ds.

First of all recall that the beta function B(m,n) =
∫ 1

0
tm−1(1− t)n−1dt can be written as:

B(m,n) =

∫ ∞

0

xm−1

(1 + x)m+n
dx , m, n > 0,
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which is easily derived by using the change of variable x = t
1−t

in the definition of B(m,n).
For µr we obtain, using the change of variable x = t2/ν,

µr = 2

∫ ∞

0

trf(t)dt =
2√

νB(1
2
, ν
2
)

∫ ∞

0

tr

(1 + t2

ν
)
ν+1
2

dt =
ν

r
2

B(1
2
, ν
2
)

∫ ∞

0

x
r
2
− 1

2

(1 + x)
r
2
+ 1

2
+ ν

2
− r

2

dx

= ν
r
2 · B( r

2
+ 1

2
, ν
2
− r

2
)

B(1
2
, ν
2
)

.

This gives the expression provided in Table S.6.

For r = 1, 2, 3, 4, we get µ1 =
√
νΓ( ν−1

2
)√

πΓ( ν
2
)
, µ2 =

ν
ν−2

, µ3 =
ν
√
νΓ( ν−3

2
)√

πΓ( ν
2
)

and µ4 =
3ν2

(ν−2)(ν−4)
.

Obviously some lower bounds on ν need to be imposed for these quantities to be fi-
nite. Applying Theorem 2.2 leads to the expressions for central moment, mean, variance,
skewness and kurtosis as given in Table S.6.

For λ1 = λ2, we get back the skewness γsk=0 (for ν > 3) and kurtosis γku = 3(ν−2)
ν−4

(for ν > 4) of a symmetric Student’s-t density.
For the characteristic function we need to calculate the function ϕ+:

ϕ+(t) =

∫ ∞

0

eityf(y)dy =
1√

νB(1
2
, ν
2
)

∫ ∞

0

eity

(1 + y2

ν
)
ν+1
2

dy

=
ν

ν
2

B(1
2
, ν
2
)

∫ ∞

0

eity
(
ν + y2

)− ν+1
2
dy

=
ν

ν
2

B(1
2
, ν
2
)
I(it,

√
ν,
ν + 1

2
),

where, I(p, z, ρ) =
∫∞
0

exp(py)
(y2+z2)ρ

dy. Using Theorem 2.3 we obtain the characteristic function

of the asymmetric Student’s-t density (S.9):

ϕ(t) =
2eitµ

(λ1 + λ2)

[ λ2ν
ν
2

B(1
2
, ν
2
)
I
(
− itφ

λ1
,
√
ν,
ν + 1

2

)
+

λ1ν
ν
2

B(1
2
, ν
2
)
I
( itφ
λ2
,
√
ν,
ν + 1

2

)]

=
2ν

ν
2 eitµ

(λ1 + λ2)B(1
2
, ν
2
)

[
λ2I

(
− itφ

λ1
,
√
ν,
ν + 1

2

)
+ λ1I

( itφ
λ2
,
√
ν,
ν + 1

2

)]
.

Remark S.5.2. It is important to mention that the regularized incomplete beta function
and the inverse regularized incomplete beta function are available in standard software,
for example in MATLAB.

We summarize the findings in Table S.6, introducing the following shorthand nota-
tions:

a =
2 (Γ (ν/2− 1/2))3

π3/2 (Γ (ν/2))3
− 3ν3/2Γ (ν/2− 1/2)

(ν − 2)
√
πΓ (ν/2)

+
ν3/2Γ (ν/2− 3/2)√

πΓ (ν/2)

b =
(ν + 1) Γ (ν/2− 3/2)

2 (ν − 2)
√
πΓ (ν/2)
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g1 = π2(ν − 3)(Γ(ν/2))4(5α4 − 10α3 + 10α2 − 5α + 1)

g2 = (1− 2α)2(α(1− α)(ν − 11) + ν + 1)(Γ(ν/2))2(Γ((ν − 1)/2))2

y∗ =
1

1 + (1−α)2

ν

(
µ−y
φ

)2 and x∗ =
1

1 + α2

ν

(
y−µ
φ

)2 .

Table S.6: Properties of the four parameter asymmetric normal densities in (S.9).

Property

cumulative

distrib. function Fλ1,λ2,ν(y;µ, φ) =





λ2

(λ1+λ2)
Iy∗(

ν
2
, 1
2
) if y ≤ µ

1− λ1

(λ1+λ2)
Ix∗(ν

2
, 1
2
) if y > µ

quantile function F−1
λ1,λ2,ν

(β) =





µ− φ
λ1

√
ν
[

1

I−1
β(λ1+λ2)

λ2

(
ν
2
, 1
2

) − 1
]

if β ≤ λ2

(λ1+λ2)

µ+ φ
λ2

√
ν
[

1

I−1
(1−β)(λ1+λ2)

λ1

(
ν
2
, 1
2

)
]

if β > λ2

(λ1+λ2)

central moment

E(Y − µ)r (ν > r) ν
r
2 φr

(λ1+λ2)

[
λr+1
1 +(−1)rλr+1

2

λr
1λ

r
2

]
B( r

2
+ 1

2
, ν
2
− r

2
)

B( 1
2
, ν
2
)

mean E(Y ) µ+ φ
√

ν
π

Γ( ν−1
2

)

Γ( ν
2
)

[
λ1−λ2

λ1λ2

]

variance V (Y )

(ν > 2) φ2ν
λ2
1λ

2
2

[
(λ1 − λ2)

2
{

1
ν−2

− 1
π

(
Γ( ν−1

2
)

Γ( ν
2
)

)2}
+ λ1λ2

ν−2

]

skewness γsk

(ν > 3) (λ1−λ2)[(λ1−λ2)2a+λ1λ2b][
(λ1−λ2)2

{
1

ν−2
− 1

π

(
Γ( ν−1

2 )

Γ( ν2 )

)2}
+

λ1λ2
ν−2

] 3
2

kurtosis γku

(ν > 4)
(ν−2)(3g1−2π(ν−4)g2−3(λ1−λ2)

4(ν−2)(ν−3)(ν−4)(Γ(ν/2−1/2))4)
(ν−4)((λ1−λ2)

2(ν−2)(Γ((ν−1)/2))2−π (Γ(ν/2))2(λ1
2−λ1λ2+λ2

2))
2
(ν−3)

characteristic

function ϕ(t) 2λ1λ2ν
ν
2

(λ1+λ2)B( 1
2
, ν
2
)
eitµ

[
1
λ1
I
(
− itφ

λ1
,
√
ν, ν+1

2

)
+ 1

λ2
I
(
itφ
λ2
,
√
ν, ν+1

2

)]

S.5.3 Parameter estimation in asymmetric Student’s-t densities

Let Y1, Y2, ..., Yn be a random sample of size n from an ATD(µ, φ, α, ν) density defined in
(S.10). Note that in this an example the reference density f involves a parameter κ = ν,
leading to θ = (µ, φ, α, ν)T .

S.5.3.1 Method-of-moments estimation

In case ν is known we have three parameters to estimate, and we proceed as explained
in Section 3.1. In case (α, ν) is unknown, we can estimate ν and α simultaneously
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using the sample skewness and kurtosis, since both population skewness and kurtosis
only depend on ν and α. Alternatively, we can estimate ν and α simultaneously us-
ing M∗

3 = n−1
∑n

i=1 I(Yi ≤ µ) and the sample skewness. In case (α, ν) is unknown, we

cannot provide a closed form expression for the method-of-moments estimator θ̂
(MoM)
n =

(µ
(MoM)
n , φ

(MoM)
n , α

(MoM)
n , ν

(MoM)
n )T of θ = (µ, φ, α, ν)T .

When (α, ν) is known the asymptotic normality for the method-of-moments estimator
is provided in Theorem 3.1. This expression for the asymptotic variance-covariance matrix
involves the quantities k1, k2, k3 and k4, obtained using (2.13) with the values for µr as in
Table S.1 for f the symmetric Student’s-t density. If only ν is unknown, the asymptotic
normality for method-of-moments is given in Theorem 3.2. If (α, ν) is unknown, then we
can apply (a modified version of) Theorem S.3.1 with Mk the sample skewness and we
need to require that µ6,Y (θ0) = E(Y 6) <∞.

S.5.3.2 Maximum likelihood estimation

With the reference symmetric density f in (3.7) a symmetric Student’s-t density with ν
degrees of freedom, the log-likelihood function of θ = (µ, φ, α, ν)T equals

ln[Ln(α, µ, φ, ν)] = n ln(2α) + n ln(1− α)− n ln(φ)− n

2
ln(ν)− n ln[B(

1

2
,
ν

2
)]

− ν + 1

2

n∑

i=1

I(Yi ≤ µ) ln
[
L(Yi;θ)

]
− ν + 1

2

n∑

i=1

I(Yi > µ) ln
[
R(Yi;θ)

]

(S.12)

where we denoted

L(Yi;θ) = 1 +
(1− α)2

ν

(µ− Yi
φ

)2
and R(Yi;θ) = 1 +

α2

ν

(Yi − µ

φ

)2
. (S.13)

The MLE of θ is a solution to the problem maxθ∈Θ ln[Ln(α, µ, φ, ν)].

In the sequel we have to distinguish the cases that ν is known or not, in addition to α
known or not. When ν is known we can just apply Theorem 3.4, and need Assumptions
(B1)—(B4) to hold for this. When ν is unknown, we use Theorem S.3.2, and need to
check whether Assumptions (B1), (C1) and (C2) hold. Of course, Assumption (B1) now
concerns the extended parameter space: θ = (µ, φ, α,κT )T ∈ Θ.

In verifying the assumptions the following lemma will be very helpful.

Lemma S.5.1. If Y follows an asymmetric Student’s-t distribution (S.10), then

i) E[lnL(Y,θ)I(Y ≤ µ)] = αD(ν) (S.14)

ii) E[lnR(Y,θ)I(Y > µ)] = (1− α)D(ν) (S.15)

iii) E
[ 1

(L(Y,θ))n

(µ− Y

φ

)m

I(Y ≤ µ)
]
=

αν
m
2

(1− α)m
B(m+1

2
, ν+2n−m

2
)

B(1
2
, ν
2
)

(S.16)

iv) E
[ 1

(R(Y,θ))n

(Y − µ

φ

)m

I(Y > µ)
]
=

(1− α)ν
m
2

αm

B(m+1
2
, ν+2n−m

2
)

B(1
2
, ν
2
)

, (S.17)

where D(v) = Ψ(ν+1
2
)−Ψ(ν

2
) with Ψ(ν) = Γ′(ν)/Γ(ν) is the digamma function.
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Proof.

E[lnL(Y,θ)I(Y ≤ µ)] =

∫ ∞

−∞
ln
(
1 +

(1− α)2

ν

(µ− y

φ

)2)
fα,ν(y;µ, φ)dy

= C

∫ µ

−∞
ln
(
1 +

(1− α)2

ν

(µ− y

φ

)2)(
1 +

(1− α)2

ν

(µ− y

φ

)2)− ν+1
2
dy

=
φ
√
ν C

1− α

∫ ∞

0

ln(1 + z2)(1 + z2)−
ν+1
2 dz

=
2α

B(1
2
, ν
2
)

∫ ∞

0

ln(1 + z2)(1 + z2)−
ν+1
2 dz, (S.18)

where we denoted C = [2α(1 − α)][φ
√
νB(1

2
, ν
2
)]−1, and used a change of variable z =

[(1− α)(µ− y)][
√
νφ]−1.

We next note that, using a change of variable x =
√
ν z, we find

∫ ∞

0

(1 + z2)−(ν+1)/2dz =
B(1

2
, ν
2
)

2
. (S.19)

Differentiating both sides of (S.19) with respect to ν, using Lemma 3.6 in Newey and
McFadden (pp.2152 1994) that ensures that the order of integration and differentiation
can be interchanged, we obtain

∫ ∞

0

ln(1 + z2)(1 + z2)−
ν+1
2 dz =

1

2
B(

1

2
,
ν

2
)D(ν). (S.20)

Using (S.20), we find from (S.18),

E[lnL(Y,θ)I(Y ≤ µ)] =
2α

B(1
2
, ν
2
)

∫ ∞

0

ln(1 + z2)(1 + z2)−
ν+1
2 dz = αD(ν).

Similarly, we can prove expression (ii), as well as (iii) and (iv).

Lemma S.5.1 is useful to derive expressions for the Fisher information matrix for
the four parameter setting in our asymmetric Student’s-t density. These expressions
are provided in the following proposition, for the cases α unknown and ν known, and
(extension) the case that both α and ν are unknown.

Proposition S.5.1. Suppose Y ∼ fα,ν(y;µ, φ) follows an asymmetric Student’s-t density
(S.10). Then the following holds.

(a). If ν is known, the Fisher information matrix I(θ), with θ = (µ, φ, α)T is given by

I(θ) =




α(1−α)
φ2

(ν+1)
(ν+3)

0 − 8Γ(ν/2+3/2)
φ
√
νπ(ν+3)Γ(ν/2)

0 2ν
φ2(ν+3)

− 2(1−2α)ν
φα(1−α)(ν+3)

− 8Γ(ν/2+3/2)
φ
√
νπ(ν+3)Γ(ν/2)

− 2(1−2α)ν
φα(1−α)(ν+3)

5α2ν−3α2−5αν+3α+2 ν
α2(1−α)2(ν+3)


 .

(b). If ν is unknown, the Fisher information matrix I(θ), with now θ = (µ, φ, α, ν)T , is

I(θ) =




α(1−α)
φ2

(ν+1)
(ν+3)

0 − 8Γ(ν/2+3/2)
φ
√
π(ν+3)

√
νΓ(ν/2)

0

0 2ν
φ2(ν+3)

− 2(1−2α)ν
φα(1−α)(ν+3)

− 2
φ(ν+1)(ν+3)

− 8Γ(ν/2+3/2)
φ
√
π(ν+3)

√
νΓ(ν/2)

− 2(1−2α)ν
φα(1−α)(ν+3)

5α2ν−3α2−5αν+3α+2 ν
α2(1−α)2(ν+3)

2(1−2α)
α(1−α)(ν+1)(ν+3)

0 − 2
φ(ν+1)(ν+3)

2(1−2α)
α(1−α)(ν+1)(ν+3)

−1
2
D′(ν)− (ν+5)

2ν(ν+1)(ν+3)



.
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Proof.

(a). In case ν is know, we can use Proposition 3.2, which provides the expression for the
Fisher information matrix in (3.11). We therefore just need to check Assumptions
(B3) and (B4).

To check Assumption (B3) we need to calculate the quantities γ1, γ2 and γ3. The
derivative of the standard symmetric Student’s-t density is

f ′(s) = − (ν + 1)

ν
3
2B(1

2
, ν
2
)
· s

(1 + s2

ν
)
ν+1
2

+1
. (S.21)

We calculate

γ1 =

∫ ∞

0

(f ′(s))2

f(s)
ds =

(ν + 1)2

ν
5
2B(1

2
, ν
2
)

∫ ∞

0

s2

(1 + s2

ν
)
ν+5
2

ds =
(ν + 1)

2(ν + 3)

γ2 =

∫ ∞

0

s(f ′(s))2

f(s)
ds =

(ν + 1)2

ν
5
2B(1

2
, ν
2
)

∫ ∞

0

s3

(1 + s2

ν
)
ν+5
2

ds =
4Γ (ν/2 + 3/2)√
π ν (ν + 3) Γ (ν/2)

γ3 =

∫ ∞

0

s2 · (f
′(s))2

f(s)
ds =

(ν + 1)2

ν
5
2B(1

2
, ν
2
)

∫ ∞

0

s4

(1 + s2

ν
)
ν+5
2

ds

=
(ν + 1)2

2

B(5
2
, ν
2
)

B(1
2
, ν
2
)
=

3(ν + 1)

2(ν + 3)
,

and these are finite, for all ν. Furthermore it is easily seen, starting from expression
(S.21), that

∫∞
0
sf ′(s)ds = −0.5, and hence Assumption (B4) holds.

(b). If ν is unknown, then we need to calculate the additional first and second order
derivatives of the likelihood function, with respect to ν. We find

∂2 ln fα,ν(Y ;µ, φ)

∂µ ∂ν

=
[
− 1

φ
+

(ν + 1)

νφ

](1− α)2

ν

(µ−Y
φ

)

L
I(Y ≤ µ)− (1− α)4(ν + 1)

ν3φ

(µ−Y
φ

)3

L2
I(Y ≤ µ)

+
[1
φ
− (ν + 1)

νφ

]α2

ν

(Y−µ
φ

)

R
I(Y > µ) +

α4(ν + 1)

ν3φ

(Y−µ
φ

)3

R2
I(Y > µ)

∂2 ln fα,ν(Y ;µ, φ)

∂φ ∂ν
= − (1−α)2

ν2φ

(
µ−Y
φ

)2

L
I(Y ≤ µ) + (1−α)4(ν+1)

ν3φ

(
µ−Y
φ

)4

L2 I(Y ≤ µ)

− α2

ν2φ

(
Y −µ
φ

)2

R
I(Y > µ) + α4(ν+1)

ν3φ

(
Y −µ
φ

)4

R2 I(Y > µ)

∂2 ln fα,ν(Y ;µ, φ)

∂α ∂ν
=

{
− (1−α)

ν2
(µ−Y

φ
)2

L
+ (1−α)3(ν+1)

ν3
(µ−Y

φ
)4

L2

}
I(Y ≤ µ)

−
{
− α

ν2
(Y −µ

φ
)2

R
+ α3(ν+1)

ν3
(Y −µ

φ
)4

R2

}
I(Y > µ),
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∂2 ln fα,ν(Y ;µ, φ)

∂ν2
= 1

2ν2
+ 1

2
D′(ν) +

{
(1−α)2

ν2
− (1−α)2(ν+1)

ν3

}
(µ−Y

φ
)2

L
I(Y ≤ µ)

+
{

α2

ν2
− α2(ν+1)

ν3

}
(Y −µ

φ
)2

R
I(Y > µ)

+ν+1
2ν4

{
(1−α)4(µ−Y

φ
)4

L2 I(Y ≤ µ) +
α4(Y −µ

φ
)4

R2 I(Y > µ)
}

Using Lemma S.5.1, we find,

E
[∂2 ln fα,ν(Y ;µ, φ)

∂µ ∂ν

]
= 0

E
[∂2 ln fα,ν(Y ;µ, φ)

∂φ ∂ν

]
=

2

φ(ν + 1)(ν + 3)

E
[∂2 ln fα,ν(Y ;µ, φ)

∂α ∂ν

]
=

2α− 1

α(1− α)

[ 3

ν(ν + 3)
− 1

ν(ν + 1)

]
=

2(1− 2α)

α(1− α)(ν + 1)(ν + 3)

E
[∂2 ln fα,ν(Yi, ;µ, φ)

∂ν2

]
=

1

2ν2
+

1

2
D′(ν)− 1

ν2(ν + 1)
+

3

2ν2(ν + 3)

=
1

2
D′(ν) +

(ν + 5)

2ν(ν + 1)(ν + 3)
.

Theorem S.5.1 establishes the asymptotic normality result for the ML estimators of
the asymmetric Student’s-t density.

Theorem S.5.1. Assume Assumption (B1) holds.

(a). If ν is known, then the MLE θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n )T of θ0 = (µ0, φ0, α0)

T

is consistent and asymptotically normally distributed:

√
n(θ̂(MLE)

n − θ0) d−→ N3(0, I(θ0)−1) as n→ ∞,

where

I(θ)−1 =




[I(θ)−1]1,1 [I(θ)−1]1,2 [I(θ)−1]1,3

[I(θ)−1]2,1 [I(θ)−1]2,2 [I(θ)−1]2,3

[I(θ)−1]3,1 [I(θ)−1]3,2 [I(θ)−1]3,3


 ,

with

[I(θ)−1]1,1 =
νπ (ν + 1) (ν + 3) (Γ (ν/2))2 φ2

2α (1− α)
(
ν π (Γ (ν/2))2 (ν + 1)2 − 32 (Γ(ν/2+3/2))2

3

) ,

[I(θ)−1]1,2 = [I(θ)−1]2,1 =
16
√
π νΓ (ν/2 + 3/2) (1− 2α) Γ (ν/2) (ν + 3)φ2

3α (1− α)
[
νπ (Γ (v/2))2 (ν + 1)2 − 32 (Γ(ν/2+3/2))2

3

] ,

[I(θ)−1]1,3 = [I(θ)−1]3,1 =
4
√
ν Γ (ν/2) Γ (ν/2 + 3/2) (ν + 3)

√
πφ

3 νπ (Γ (ν/2))2 (ν + 1)2 − 32 (Γ (ν/2 + 3/2))2
,
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[I(θ)−1]2,2

=
(ν + 3)

(
π (ν + 1)

((
5α2 − 5α+ 2

)
ν − 3α2 + 3α

)
(Γ (ν/2))2 ν − 160α(1− α) (Γ (ν/2 + 3/2))2

)
φ2

2α (1− α) ν
(
3ν π (Γ (ν/2))2 (ν + 1)2 − 32 (Γ (ν/2 + 3/2))2

) ,

[I(θ)−1]2,3 = [I(θ)−1]3,2 =
φπ (ν + 1) (1− 2α) (Γ (ν/2))2 (ν + 3) ν

3 ν π (Γ (ν/2))2 (ν + 1)2 − 32 (Γ (ν/2 + 3/2))2
,

[I(θ)−1]3,3 =
α (1− α) (Γ (ν/2))2 π ν (ν + 3) (ν + 1)

3 ν π (Γ (ν/2))2 (ν + 1)2 − 32 (Γ (ν/2 + 3/2))2
.

(b) If (α, ν) is known, and θ = (µ, φ), then

I(θ)−1 =




φ2(ν+3)
α(1−α)(ν+1)

0

0 φ2(ν+3)
2ν


 .

(c) If (α, ν) is unknown, then the MLE θ̂
(MLE)
n = (µ

(MLE)
n , φ

(MLE)
n , α

(MLE)
n , ν

(MLE)
n )T of

θ0 = (µ0, φ0, α0, ν0)
T is asymptotically normally distributed:

√
n(θ̂(MLE)

n − θ0) d−→ N4(0, I(θ0)−1) as n→ ∞,

where I(θ) is the Fisher information matrix presented in Proposition S.5.1 (b).

Proof.

(a)&(b) To obtain consistency and asymptotic normality, we can apply Theorem 3.3
and 3.4 respectively. It thus only remains to check whether Assumption (B2) holds.
We find, using also (S.20),

∫ ∞

0

∣∣ ln f(s)
∣∣f(s)ds =

∫ ∞

0

[∣∣∣− ln(
√
νB(

1

2
,
ν

2
))− (ν + 1)

2
ln(1 +

s2

ν
)
∣∣∣
]
f(s)ds

≤
∫ ∞

0

∣∣∣ ln(
√
νB(

1

2
,
ν

2
))
∣∣∣f(s)ds+

∫ ∞

0

∣∣∣(ν + 1)

2
ln(1 +

s2

ν
)
∣∣∣f(s)ds

=
∣∣∣ ln(

√
νB(

1

2
,
ν

2
))
∣∣∣1
2
+

(ν + 1)

2

∫ ∞

0

∣∣∣ ln(1 + s2

ν
)
∣∣∣f(s)ds

=
∣∣∣ ln(

√
νB(

1

2
,
ν

2
))
∣∣∣1
2
+

(ν + 1)

2
√
νB(1

2
, ν
2
)

∫ ∞

0

∣∣∣ ln
(
1 + s2

ν

)∣∣∣
(
1 + s2

ν

) (ν+1)
2

ds

=
∣∣∣ ln(

√
νB(

1

2
,
ν

2
))
∣∣∣1
2
+

(ν + 1)

2
√
νB(1

2
, ν
2
)

[√νB(1
2
, v
2
)

2
D(ν)

]

=
∣∣∣ ln(

√
νB(

1

2
,
ν

2
))
∣∣∣1
2
+

(ν + 1)

2
D(ν)

]
<∞.

Use of Theorem 3.3 then leads to consistency, and application of Theorem 3.4 con-
cludes this part of the proof.
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(c) We apply Theorem S.3.2, after having checked Assumptions (C1) and (C2). For
Assumption (C2), it only remains to check the first order derivative with respect to
ν. We get

∂ ln fα,ν(Y ;µ, φ)

∂ν
= − 1

2ν
− 1

2

{
Ψ
(ν
2

)
−Ψ

(ν + 1

2

)}

−1

2

[
lnL(Y,θ)I(Y ≤ µ) + lnR(Y,θ)I(Y > µ)

]

+
ν + 1

2ν2

[(1− α)2
(

µ−Y
φ

)2

L(Y,θ)
I(Y ≤ µ) +

α2
(

Y−µ
φ

)2

R(Y,θ)
I(Y > µ)

]

= − 1

2ν
+

1

2
D(ν)− 1

2

[
lnL(Y,θ)I(Y ≤ µ) + lnR(Y,θ)I(Y > µ)

]

+
ν + 1

2ν2

[(1− α)2
(

µ−Y
φ

)2

L(Y,θ)
I(Y ≤ µ) +

α2
(

Y−µ
φ

)2

R(Y,θ)
I(Y > µ)

]
.

Using Lemma S.5.1, this leads to

E
[∂ ln fα,ν(Y ;µ, φ)

∂ν

]
= − 1

2ν
+

1

2
D(ν)− 1

2

[
αD(ν) + (1− α)D(ν)

]

+
ν + 1

2ν2

[
(1− α)2 · αν

(1− α)2
+ α2 · (1− α)ν

α2

]
· B(3

2
, ν
2
)

B(1
2
, ν
2
)

= − 1

2ν
+

1

2
D(ν)− 1

2
D(ν) +

ν + 1

2ν2

[
αν + (1− α)ν

] 1

ν + 1

= − 1

2ν
+

1

2ν
= 0,

and Assumption (C2) holds.

Assumption (C1) also holds. This can be easily checked, in a similar way as the
proof of Theorem 3.3. This completes the proof.

S.6 Quantile-based asymmetric logistic densities

The logistic distribution is often used as a competitor of normal and Laplace distributions,
and has attracted wide attention from both theoretical and application point of view (see,
for example Johnston et al., 1994; Balakrishnan, 2013). Like other skew distributions,
skewed forms of the standard logistic distribution also have a wide range of applications
in real life data sets (Hazarikaa and Chakrabortyb, 2014). Several skew logistic densities
have been proposed in the literature.

For example, using the methodology of Azzalini (1985) in (1.1), and taking the stan-
dard symmetric logistic density as f and its cumulative distribution function as Π, Wahed
and Ali (2001) proposed a skew logistic density, and discussed some of its properties. This
skew logistic density is given by

fλ(y;µ, φ) =
2e−

(y−µ)
φ

φ{1 + e−
(y−µ)

φ }2{1 + e−λ
(y−µ)

φ }
, (S.22)
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where y ∈ R, µ ∈ R, φ > 0 and λ ∈ R. Wahed and Ali (2001) observed that the
cumulative distribution function of the skew logistic density in (S.22) with parameter λ
cannot be computed in a closed form unless λ = 0. Also, for any λ, the mean and the
variance cannot be computed analytically. The properties of the skew logistic density in
(S.22) have been studied extensively in, for example, Nadarajah (2009) and Gupta and
Kundu (2010). Using Taylor series expansion, Nadarajah (2009) presented the double
series representation of (S.22)

fλ(y;µ, φ) =





2
φ

∑∞
j=0

∑∞
k=0

( −1
j

)( −2
k

)
e−

(1+λj+k)(y−µ)
φ if y > µ

2
φ

∑∞
j=0

∑∞
k=0

( −1
j

)( −2
k

)
e

(1+λ+λj+k)(y−µ)
φ if y ≤ µ.

By following the methodology of Azzalini (1985), Asgharzadeh et al. (2013) proposed
a generalized skew logistic distribution by considering in (1.1) f(y) to be a type III
generalized logistic density, and for Π(y) its cumulative distribution function (see Johnson
and Kotz, 1970):

f(y) ≡ gτ (y) =
1

B(τ, τ)

e−τy

(1 + e−y)2τ
for −∞ < y <∞

with τ > 0 and

Π(y) ≡ Gτ (y) =
Bx(τ, τ)

B(τ, τ)
,

where x = (1 + e−y)−1. Herein B(τ, τ) and Bx(τ, τ) are the usual beta function and
the incomplete beta function, respectively, where the latter is defined as Bx(m,n) =∫ x

0
tm−1(1− t)n−1dt, for x > 0. The resulting generalized skew logistic density is then

fλ(y;µ, φ, τ) =
2

φ
gτ

(y − µ

φ

)
Gτ

[
λ
(y − µ

φ

)]
for −∞ < y <∞

with λ ∈ R. When τ = 1, this density reduces to the skew logistic density in (S.22) .
There is no explicit form of a quantile function in the generalized skew logistic density.
Recently, Sastry and Deepesh (2016) proposed another form of a skew logistic density,
obtained by the methodology of Fernández and Steel (1998) in (1.2):

fγ(y;µ, φ) =
2γ

(1 + γ2)φ





e
−γ(

y−µ
φ

)

(
1+e

−γ(
y−µ
φ

)

)2 if y > µ

e
−(

µ−y
γφ

)

(
1+e

−(
µ−y
γφ

)

)2 if y ≤ µ
(S.23)

where µ and φ are the location and scale parameters, respectively. When γ = 1, this
reduces to the symmetric logistic density.

S.6.1 Definition of the asymmetric logistic densities

Using the standard symmetric logistic density in (2.1) we get the asymmetric logistic
density with index-parameters λ1 and λ2, location parameter µ ∈ R and scale parameter
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φ > 0:

fλ1,λ2(y;µ, φ) =
2λ1λ2

φ(λ1 + λ2)





e
−λ2(

y−µ
φ

)

(
1+e

−λ2(
y−µ
φ

)

)2 if y > µ

e
−λ1(

µ−y
φ

)

(
1+e

−λ1(
µ−y
φ

)

)2 if y ≤ µ.
(S.24)

From (2.12) using for the reference density a standard symmetric logistic density, we
obtain the three parameter asymmetric logistic density

fα(y;µ, φ) =
2α(1− α)

φ





e
−α(

y−µ
φ

)

(
1+e

−α(
y−µ
φ

)

)2 if y > µ

e
−(1−α)(

µ−y
φ

)

(
1+e

−(1−α)(
µ−y
φ

)

)2 if y ≤ µ.
(S.25)

We denote Y ∼ ALD(µ, φ, λ1, λ2), respectively Y ∼ ALD(µ, φ, α) if Y has density
(S.24), respectively (S.25).

Remark S.6.1. As in the other examples of families of asymmetric densities, the skew
logistic density in (S.23) is a special case of ALD(µ, φ, λ1, λ2), obtained by taking λ1 = γ,
and λ2 =

1
γ
.

S.6.2 Properties of the asymmetric logistic densities

The properties for Y having an asymmetric logistic density as in (S.24) or (S.25), fol-
low from application of our general results in Section 2.2. We only need the involved
characteristics for the symmetric logistic density.

The cumulative distribution function and quantile function of a symmetric logistic
density are recalled in Table S.7. For the quantities µr, we use the Taylor series represen-
tation e−s

(1+e−s)2
=

∑∞
n=1 n(−1)(n−1)e−ns, and find

µr = 2

∫ ∞

0

srf(s)ds =

∫ ∞

0

sr
e−s

(
1 + e−s

)2ds = 2
∞∑

n=1

n(−1)(n−1)

∫ ∞

0

sre−nsds

= 2
∞∑

n=1

n(−1)(n−1)Γ(r + 1)

nr+1

= 2Γ(r + 1)η(r),

where η(r) is the Dirichlet eta function which is defined by

η(r) =
∞∑

n=1

(−1)n−1

nr
= (1− 21−r)ζ(r),

in which ζ(r) is the Riemann zeta function. The Riemann zeta function can be written
as ζ(r) =

∑∞
n=1

1
nr .

In particular, for r = 1, 2, 3, 4, we have µ1 = 2 ln(2), µ2 =
π2

3
, µ3 = 12η(3) and µ4 =

7
15
π4.
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Finally, for calculating the function ϕ+(t) we use the change of variable u = e−y

1+e−y ,
and obtain

ϕ+(t) =

∫ ∞

0

eityfλ1,λ2(y;µ, φ)dy =

∫ ∞

0

eity
e−y

(1 + e−y)2
dy =

∫ 1
2

0

u−it(1− u)itdu

= B 1
2
(1− it, 1 + it),

where Bx(m,n) =
∫ x

0
tm−1(1− t)n−1dt is the lower incomplete Beta function.

Putting all together, and introducing the following notation

a1 = ln (2) π2
(
λ1

2 − λ1λ2 + λ2
2
)
− 12

(
λ1

2 + λ2
2
)
η (3) ,

leads to the properties of the asymmetric logistic density in (S.24) as summarized in Table
S.7. For λ1 = λ2 (symmetric densities case), the skewness γsk=0 and the kurtosis γku = 21

5
.

Table S.7: Properties of the four parameter asymmetric logistic densities in (S.24).

Property

cumulative

distrib. function Fλ1,λ2(y;µ, φ) =





2λ2

(λ1+λ2)

[
1+e

−λ1

(
y−µ
φ

)] if y ≤ µ

λ2−λ1

λ1+λ2
+ 2λ1

(λ1+λ2)

[
1+e

−λ2

(
y−µ
φ

)] if y > µ

quantile function F−1
λ1,λ2

(β) =





µ− φ
λ1

ln( 2λ2

β(λ1+λ2)
− 1) if β ≤ λ2

(λ1+λ2)

µ− φ
λ2

ln( (λ1+λ2)−β(λ1+λ2)
β(λ1+λ2)−λ2+λ1

) if β > λ2

(λ1+λ2)
.

central moment

E(Y − µ)r 2Γ(r+1)
(λ1+λ2)

φr
[
λ
(r+1
1 +(−1)rλ

(r+1)
2

λr
1λ

r
2

]
η(r)

mean E(Y ) µ+ 2φ
[
λ1−λ2

λ1λ2

]
ln(2)

variance V (Y ) φ2

λ2
1λ

2
2

[
(λ1 − λ2)

2
{

π2

3
− 4(ln(2))2

}
+ λ1λ2π2

3

]

skewness γsk
(λ1−λ2)[12(λ2

1+λ2
2)η(3)−2π2 ln(2)(λ2

1−λ1λ2+λ2
2)+16(λ1−λ2)2{ln(2)}3][

(λ1−λ2)2

{
π2

3
−4(ln(2))2

}
+

λ1λ2π
2

3

] 3
2

kurtosis γku
7π4(λ1

5+λ2
5)+120×ln(2)(λ2−λ1)

2(λ1+λ2)(a1−6 (λ2−λ1)
2(ln(2))3)

15(λ1+λ2)

[
(λ1−λ2)2

{
π2

3
−4(ln(2))2

}
+

λ1λ2π
2

3

]2

characteristic

function ϕ(t) 2eitµ

(λ1+λ2)

[
λ2B 1

2

(
1− itφ

λ1
, 1 + itφ

λ1

)
+ λ1B 1

2

(
1 + itφ

λ2
, 1− itφ

λ2

)]

In contrast to the asymmetric logistic density (S.22), the newly-proposed asymmetric
logistic density allows for closed-form simple expressions for all important characteristics.

Figure S.7 depicts the cumulative distribution function (left panel) and the quan-
tile function (right panel) when Y ∼ ALD(µ, φ, α), for two values of α. Recall that
Fα(µ;µ, φ) = α and F−1

α (α) = µ.
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Figure S.7: Cumulative distribution function (left) and quantile function (right) for µ = 0,
φ = 1 and α = (0.25, 0.50).

S.6.3 Parameter estimation in asymmetric logistic densities

Based on an i.i.d. sample Y1, . . . , Yn from Y ∼ ALD(µ, φ, α) we consider method-of-
moments estimation and maximum likelhood estimation.

S.6.3.1 Method-of-moments estimation

The fourth moment of the random variable Y exists, and application of Theorem 3.1,
together with the values for µr tabulated in Table S.1, leads to the asymptotic normality
result for the method-of-moments estimators for the parameters µ and φ.

Theorem S.6.1. The method-of-moments estimator θ̂
(MoM)
n = (µ̂

(MoM)
n , φ̂

(MoM)
n )T of θ =

(µ, φ)T satisties

√
n(θ̂(MoM)

n − θ0) d−→ N2(0,Γ(θ0)) as n→ ∞,

where,

Γ(θ) =


 Γ(θ)1,1 Γ(θ)1,2

Γ(θ)2,1 Γ(θ)2,2


 ,

with

Γ(θ)1,1 =
275.7879 (b1(α)− b2(α)η (3))φ

2

α2 (1− α)2 (0.6269− α + α2)2

Γ(θ)1,2 = Γ(θ)2,1 =
88.4723 (b3(α)− b4(α)η (3))φ

2

α (1− α) (0.6269− α + α2)2

Γ(θ)2,2 =
27.9432 (b5(α)− (α4 − 2α3 + 1.75α2 − 0.75α + 0.125) η (3))φ2

(α2 − α + 0.6269)2
,
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where the following notations were used:

b1(α) = (0.9220α6 − 2.7659α5 + 3.7829α4 − 2.9556α3 + 1.3710α2 − 0.3540α + 0.0398)

b2(α) = (α6 − 2.9999α5 + 4.0833α4 − 3.16667α3 + 1.4583α2 − 0.3750α + 0.04167)

b3(α) = (0.9255α5 − 2.3137α4 + 2.6133α3 − 1.6064α2 + 0.5242α− 0.0715)

b4(α) = (α5 − 2.5α4 + 2.7969α3 − 1.6953α2 + 0.5468α− 0.0742)

b5(α) = 0.9401α4 − 1.8803α3 + 1.6882α2 − 0.7481α + 0.1323.

For brevity we do not elaborate on the case α is unknown.

S.6.3.2 Maximum likelihood estimation

With f the symmetric logistic density, the expression of the log-likelihood function (3.7)
for θ = (µ, φ, α)T equals

ln[Ln(µ, φ, α)] = n ln[2α(1− α)]− n ln(φ)− (1− α)
n∑

i=1

(
µ− Yi
φ

)I(Yi ≤ µ)

− 2
n∑

i=1

ln
(
1 + e−(1−α)(

µ−Yi
φ

)
)
I(Yi ≤ µ)− α

n∑

i=1

(
Yi − µ

φ
)I(Yi > µ)

− 2
n∑

i=1

ln
(
1 + e−α(

Yi−µ

φ
)
)
I(Yi > µ).

The MLE of µ, φ and α is obtained from the optimization problem maxθ∈Θ ln[Ln(µ, φ, α)].
To apply Theorem 3.4, we need to check whether Assumptions (B2)—(B4) hold.

Recall the symmetric logistic density, f(s) = e−s

(1+e−s)2
, for all s. Assumption (B2) holds

because
∫ ∞

0

∣∣ ln f(s)
∣∣f(s)ds =

∫ ∞

0

∣∣− s− 2 ln(1 + e−s
∣∣ e−s

(1 + e−s)2
ds

= µ1 + 2

∫ ∞

0

ln(1 + e−s)
e−s

(1 + e−s)2
ds

= 2 ln(2) + 2

∫ 1

0

ln(1 + u)
1

(1 + u)2
du

= 2 ln(2)− ln(2) + 1 = ln(2) + 1 <∞.

Further, we find

f ′(s) = − e−s

(1 + e−s)2
+

2e−2s

(1 + e−s)3
,

and calculate

γ1 =

∫ ∞

0

(f ′(s))2

f(s)
ds =

∫ ∞

0

e−s(1− e−s)2

(1 + e−s)4
ds =

1

6

γ2 =

∫ ∞

0

s(f ′(s))2

f(s)
ds =

∫ ∞

0

s · e
−s(1− e−s)2

(1 + e−s)4
ds =

1

6
+

ln(2)

3

γ3 =

∫ ∞

0

s2 · (f
′(s))2

f(s)
ds =

∫ ∞

0

s2 · e
−s(1− e−s)2

(1 + e−s)4
ds =

2

3
+
π2

18
.
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Therefore Assumption (B3) is fulfilled.
Finally, regarding Assymption (B4), it is easily seen that lims→∞ sf(s) = 0. Using

Theorem 3.4 we can show that the ML estimator is asymptotically normal.

Theorem S.6.2. If Assumption (B1) holds, then the MLE θ̂
(MLE)
n = (µ̂

(MLE)
n , φ̂

(MLE)
n , α̂

(MLE)
n )T

of θ0 = (µ0, φ0, α0)
T is asymptotically normally distributed:

√
n(θ̂n − θ0) d−→ N3(0, I(θ0)−1) as n→ ∞,

where I(θ) is the Fisher information matrix with inverse

I(θ)−1 = =




13.7074φ2

α (1−α)
4.4870(1−2α)φ2

α (1−α)
4.4871φ

4.4871(1−2α)φ2

α (1−α)
[I(θ)−1]22 (1.8804− 3.7607α)φ

4.4870φ (1.8804− 3.7607α)φ 1.8804α (1− α)




where [I(θ)−1]22 =
0.4383(15.5640α2−15.5640α+4.2899)φ2

α (1−α)
.

If α is a known quantity, then the inverse of the Fisher information matrix for estimation
of θ = (µ, φ)T is

I(θ)−1 =




3φ2

α(1−α)
0

0 9φ2

π2+3


 .

S.7 Additional real-data application

Here we consider a data set consisting of measurements of strength (expressed in Giga-
pascal) for single carbon fibers and impregnated 1000-carbon fiber tows. Single fibers
were tested under tension at gauge length of 10mm. The data were reported in Table 4
of Kundu and Mohammad Z. (2009). These data have been studied previously by Raqab
and Kundu (2005), Gupta and Kundu (2010) and Asgharzadeh et al. (2013).

The sample mean, variance, skewness and kurtosis of the data are 3.0593, 0.3855,
0.6328 and 3.2863 respectively. Kundu and Mohammad Z. (2009) fitted a three param-
eter Weibull distribution but with known location parameter 0.75 to these data, leading
to a Kolmogorov-Smirnov distance of 0.0767, with corresponding P -value 0.8525. For
completeness of the analysis we also fitted a full-three parameter Weibull distribution, re-
sulting into Kolmogorov-Smirnov distance of 0.0680, and an associated P -value of 0.9136.
Asgharzadeh et al. (2013) fitted the generalized skew logistic distribution to these data, re-
sulting into a Kolmogorov-Smirnov distance of 0.073, with corresponding P -value 0.8903.

We want to investigate the appropriateness of various symmetric and asymmetric
densities. The same set of densities as in Section 6 are considered. Tables S.8 and S.9
present the ML estimates of the involved parameters in the models. For each density
model we present the value of the log-likelihood, the value of the Kolmogorov-Smirnov
test statistic and the associated P -value.

In all cases, the P -values are larger than 0.05, indicating no strong evidence against
any of the fitted models. The P -value is largest for the AND(µ, φ, α, ν) model, closely fol-
lowed by the P -value from the ATD(µ, σ, α) model. Note that the maximal log-likelihood
value is the same for both models, and is among the largest across all models. For the
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Table S.8: Normal densities. MLEs (with NAP = Not Applicable), maximal log-likelihood
and corresponding AIC-value, value of the Kolmogorov-Smirnov test statistic and corre-
sponding P -value.

Density symmetric normal asymmetric normal densities
(1) (2): in (5.1) (3): in (5.5) (4) in (5.8)

µ̂ 3.059 2.271 2.410 2.538

φ̂ 0.6160 1.000 0.890 0.202

δ̂ NAP NAP 3.210 NAP

λ̂ NAP 4.419 0.360 NAP

α̂ NAP NAP NAP 0.222
τ̂ NAP NAP 0.967 NAP

Log-Likelihood −58.870 −55.902 −55.537 −55.580
AIC 121.740 117.804 121.074 117.160
KS 0.0990 0.0750 0.0610 0.060
P -value 0.5710 0.8705 0.9670 0.9972

Table S.9: Student-t and logistic densities. MLEs (with NAP = Not Applicable), maximal
log-likelihood and corresponding AIC-value, value of the Kolmogorov-Smirnov test statistic
and corresponding P -value.

Student-t densities logistic densities
Densities symmetric asymmetric densities symmetric asymmetric densities

(5) Student-t (6): in (S.5) (7): in (S.10) (8) logistic (9): in (S.22) (10): in (S.25)

µ̂ 3.047 2.271 2.550 3.024 2.328 2.554

φ̂ 0.616 1.000 0.210 0.352 0.550 0.119

λ̂ NAP 4.419 NAP NAP 3.713 NAP

α̂ NAP NAP 0.230 NAP NAP 0.230
ν̂ 28.783 26491.46 400 NAP NAP NAP

LogLik. −58.792 −55.902 -55.580 −59.333 −56.794 −56.333
AIC 121.584 119.804 119.160 122.666 119.588 118.666

KS 0.076 0.075 0.058 0.0940 0.084 0.079
P -value 0.8590 0.8705 0.9839 0.6337 0.7657 0.8266

asymmetric Student’s-t density we have to estimate one parameter more. The price to
pay for this is reflected in a higher AIC-value for this model. In conclusion, an asym-
metric normal density (5.8) is the best choice for this dataset. Note that the P -value
for the Kolmogorov-Smirnov goodness-of-fit is larger than that obtained by Kundu and
Mohammad Z. (2009) when fitting a three parameter Weibull model.

Figure S.8 (left panel) presents a histogram of the data, the three fitted symmetric
densities (with ML estimated parameters), in dashed lines, the three fitted asymmetric
densities in solid lines, as well as the fitted three parameter Weibull density, with and
without fixed location parameter (see Kundu and Mohammad Z. (2009)). The right panel
of Figure S.8 depicts the Quantile-Quantile (Q-Q) plot comparing the fitted and empirical
quantiles of AND(µ, σ, α), together with a 45-degree reference line.
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Figure S.8: Left: Histogram of the data together with fitted symmetric densities (1), (5)
and (8); asymmetric densities AND, ATD and ALD, as well as the fitted two and three
parameter Weibull density. Right: Q-Q plot for the asymmetric normal distribution AND.
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