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#### Abstract

In this paper, periodic sequences with period $N$ and nonlinear complexity $N-2$ are investigated. A necessary and sufficient condition for characterizing such sequences is established, and a recursive method is proposed to generate all possible binary sequences with period $N$ and nonlinear complexity $N-2$. The exact number of such sequences is also determined.
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## 1 Introduction

Pseudorandom sequences have been widely used in cryptography [13]. The complexity of a sequence is one of the important measures to assess the security level of the sequence. Sequences can be generated efficiently by employing feedback shift registers (FSRs). The most commonly used approach to measure complexity is henceforth by the length of the shortest feedback shift register that can generate a given sequence. When the feedback function of the FSR is restricted to be linear (resp. of degree at most $k$ ), the complexity is known as linear complexity (resp. $k$-th order complexity). When there is no restriction on the degree of the feedback function, it is referred to as nonlinear complexity, also called maximum order complexity.

Linear complexity of pseudorandom sequences has been extensively investigated in $[2,3,7,8$, $9,10,14,16]$, whereas $k$-th order complexity and nonlinear complexity have not been studied to the same extent due to its intractability. The problem of determining the nonlinear complexity of sequences was highlighted by Jansen [5] and Jansen and Boekee [6]. Chan and Games in [1]

[^0]proposed an algorithm for computing the second-order complexity of a binary sequence. This algorithm has been further improved by Rizomiliotis et al in [19], and extended to the case of nonlinear complexity [18]. By applying Boolean algebra arguments, Limniotis et al. in [11] developed a recursive algorithm that computes the feedback function of the shortest nonlinear feedback shift register. The theoretical bounds and behavior of nonlinear complexity of random sequences have also received considerable attention. Erdmann and Murphy in [4] presented a way to approximate the distribution of the nonlinear complexity and constructed statistical tests for random sequences. Recently, Xing and Niederreiter in [15] improved lower bounds on nonlinear complexities of some pseudorandom sequences and showed probabilistic result on the behavior of nonlinear complexities of random sequences. Petrides and Mykkeltveit in [17] investigated the classification of periodic binary sequences into nonlinear complexity classes. They only determine the number of sequences with maximum nonlinear complexity and left the other cases as open problems. This motives us to study the other sequences with given nonlinear complexity.

The problem of designing sequences with large nonlinear complexity was first investigated by Rizomiliotis [20], where two methods for constructing period binary sequences with given linear complexity and maximum nonlinear complexity were proposed. The nonlinear complexity of a sequence of periodic $N$ is upper bounded by $N-1$ [5]. Sun et al. in [21] proposed a recursive approach that generates all periodic sequences with maximum nonlinear complexity and analyzed the randomness properties of such sequences. Recently, Luo et al. presented a construction of sequences with high nonlinear complexity from function fields [12]. It is of interesting to construct new sequences with high nonlinear complexity.

The purpose of this paper is to study periodic sequences with period $N$ and nonlinear complexity $N-2$, which will be called near maximum nonlinear complexity sequences accordingly. We first establish a necessary and sufficient condition for a sequence to achieve near maximum nonlinear complexity. This enables us to completely determine the structure of near maximum nonlinear complexity binary sequences. Based on the structural properties, we propose a recursive construction of all near maximum nonlinear complexity binary sequences with arbitrary period. We also determine the exact number of near maximum nonlinear complexity binary sequences of period $N$ up to shift equivalence. Our results completely characterize a class of sequences with given nonlinear complexity, which resolves a special case in the classification of periodic binary sequences into nonlinear complexity classes [17]. Moreover, the near maximum nonlinear complexity sequences can be served as a basis in constructing new sequences with high nonlinear complexity. It is worth noting that the near maximum nonlinear complexity sequences have more complicated structures than those with maximum nonlinear complexity, which might be preferable in certain applications.

The main technique used in this paper is to divide a period into several disjoint subsets and then show that the items in each subset take identical values. Our methods are inspired by the previous work [21] in which one only needs to discuss two complementary subsets of a period. However, to analyze sequences in this paper we construct three disjoint subsets in three cases respectively, which means much more cases need to be treated.

The remainder of this paper is organized as follows. Section 2 first introduces some necessary notations and basic results. Then the aforementioned necessary and sufficient condition is proved. The construction of all binary near maximum nonlinear complexity sequences is described in Section 3. Moreover, the total number of the sequences is determined in Section 4. Finally, Section 5 concludes the study.

## 2 Preliminaries

First we introduce some basic notations that are needed throughout this paper.

- We denote a sequence $\mathbf{s}^{\infty}=s_{0} s_{1} \cdots s_{i} \cdots$ with least period $N$ by $\mathbf{s}^{N}=s_{0} s_{1} \cdots s_{N-1}$ since it is completely specified by the elements of a single period.
- Given a sequence $\mathbf{s}^{\infty}=s_{0} s_{1} \cdots s_{i} \cdots$, we denote the ith subsequence of length $n$ (or the ith $n$-tuple) by $\mathbf{s}_{i}^{i+n-1}$, that is, $\mathbf{s}_{i}^{i+n-1}=s_{i} s_{i+1} \cdots s_{i+n-1}$.
- We denote the concatenation of two finite sequences $\mathbf{s}=s_{0} s_{1} \cdots s_{k-1}$ and $\mathbf{t}=t_{0} t_{1} \cdots t_{n-1}$ by $\mathbf{s t}=s_{0} s_{1} \cdots s_{k-1} t_{0} t_{1} \cdots t_{n-1}$, and denote the concatenation of $m$ copies of the sequence $\mathbf{s}$ by $\mathbf{s}^{m}=\left(s_{0} s_{1} \cdots s_{k-1}\right)^{m}$.
- $\mathbb{Z}_{n}=\{0,1, \cdots, n-1\}$ denotes the residue class ring modulo $n$ for a positive integer $n$.
- Define that $A \bmod p=\{x \bmod p \mid x \in A\}$, where A is a set of integers and $p$ is a positive integer.

Some definitions and useful properties of nonlinear complexity of a periodic sequence are characterized below.

Definition 1. ([5]) The nonlinear complexity $C\left(s^{N}\right)$ of a periodic sequence $s^{N}$ is defined as the smallest positive integer $m$ for which there exists a polynomial $f \in \mathbb{F}_{q}\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ such that $s_{i+m}=f\left(s_{i}, s_{i+1}, \ldots, s_{i+m-1}\right)$ for all $0 \leq i \leq N-1$, where $\mathbb{F}_{q}\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ is the ring of polynomials over the finite field $\mathbb{F}_{q}$ in the $m$ variables $x_{1}, x_{2}, \ldots, x_{m}$.

Definition 2. Let $L$ denote the cyclic left shift operation of a periodic sequence $s^{N}$ which is defined by $L\left(s^{N}\right)=s_{1} s_{2} \cdots s_{N-1} s_{0}$. And for any integer $e>1, L^{e}\left(s^{N}\right)=s_{e} s_{e+1} \cdots s_{N-1} s_{0} \cdots$ $s_{e-1}$. Let $s^{N}$ and $s^{\prime N}$ be two periodic sequences. If there exists an positive integer $e<N$ such that $s^{\prime N}=L^{e}\left(s^{N}\right)$, then we say that $s^{N}$ and $s^{\prime N}$ are shift equivalent. Otherwise, we say that $s^{N}$ and $s^{\prime N}$ are shift-distinct.

Lemma 1. ([5]) Let $s^{N}$ be a periodic sequence. Then
(i) the nonlinear complexity of $s^{N}$ is the smallest integer $c$ such that all c-tuples $\left(s_{i} s_{i+1} \ldots\right.$ $s_{i+c-1}$ ) for $0 \leq i \leq N-1$ are different, where the subscripts $i$ in $s_{i}$ are taken modulo $N$.
(ii) the nonlinear complexity of $s^{N}$ is equal to $l+1$, where $l$ is the length of the longest tuple in $s^{N}$ that occurs at least twice with different successors.
(iii) the shift equivalent sequences of $s^{N}$ have the same nonlinear complexity.
(iv) the maximal nonlinear complexity of $s^{N}$ is $N-1$.

Now we present a necessary and sufficient condition for a periodic sequence $\mathbf{s}^{N}$ to have nonlinear complexity $N-2$.

Lemma 2. Let $s^{N}$ be a periodic sequence with $N \geq 4$ and not shift equivalent to $(\alpha)^{N-1} \beta$, where $\alpha$ and $\beta$ are two distinct elements of an arbitrary finite field $\mathbb{F}_{q}$. Then the nonlinear complexity $C\left(s^{N}\right)=N-2$ if and only if there exist two integers $h$ and $c$ with $0 \leq h<h+c \leq N-1$ such that

$$
\begin{equation*}
s_{h}^{N+h-4}=s_{h+c}^{N+h+c-4}, \quad s_{N+h-3} \neq s_{N+h+c-3} \quad \text { and } s_{N+h-1} \neq s_{N+h+c-1} \tag{1}
\end{equation*}
$$

Proof. If $C\left(\mathbf{s}^{N}\right)=N-2$, then by Lemma 1 (i) there exist two $(N-3)$-tuples, say $\mathbf{s}_{h}^{N+h-4}$ and $\mathbf{s}_{h+c}^{N+h+c-4}$, such that $\mathbf{s}_{h}^{N+h-4}=\mathbf{s}_{h+c}^{N+h+c-4}$ and $s_{N+h-3} \neq s_{N+h+c-3}$. Now suppose $s_{N+h-1}=$ $s_{N+h+c-1}$, then we obtain two identical $(N-2)$-tuples with different successors in $\mathbf{s}^{N}$ due to the periodicity, i.e., $\mathbf{s}_{h-1}^{N+h-4}=\mathbf{s}_{h+c-1}^{N+h+c-4}$ and $s_{N+h-3} \neq s_{N+h+c-3}$ for $h \geq 1, \mathbf{s}_{c-1}^{N+c-4}=\mathbf{s}_{N-1}^{2 N-4}$ and $s_{N+c-3} \neq s_{2 N-3}$ for $h=0$. It follows from Lemma 1 (ii) that $C\left(\mathbf{s}^{N}\right)=N-1$, which is a contradiction.

Conversely, since there exist two identical $(N-3)$-tuples $\mathbf{s}_{h}^{N+h-4}$ and $\mathbf{s}_{h+c}^{N+h+c-4}$ in $\mathbf{s}^{N}$, it follows from Lemma 1 (ii) that $C(\mathbf{s}) \geq N-2$. Thus, it suffices to show that $C(\mathbf{s}) \leq N-2$. By Lemma 1 (i), this is equivalent to show $N$ tuples of length $(N-2)$ in $\mathbf{s}^{N}$, i.e., $\mathbf{s}_{i}^{i+N-3}$ for $0 \leq i \leq N-1$ are all different.

Note that the nonlinear complexity of a periodic sequence remains unchanged up to a cyclic shift operation by Lemma 1 (iii). Therefore, we may assume without loss of generality that $h=0$ and $1 \leq c \leq\left\lfloor\frac{N}{2}\right\rfloor$. That is to say, we suppose there exists an integer $c$ with $1 \leq c \leq\left\lfloor\frac{N}{2}\right\rfloor$
such that

$$
\begin{equation*}
\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}, \quad s_{N-3} \neq s_{N+c-3} \text { and } s_{N-1} \neq s_{N+c-1} . \tag{2}
\end{equation*}
$$

Furthermore, we suppose, on the contrary, that there are two $(N-2)$-tuples in $\mathbf{s}^{N}$ that are identical, say

$$
\begin{equation*}
\mathbf{s}_{d}^{d+N-3}=\mathbf{s}_{d+e}^{d+e+N-3} \text { with } 0 \leq d<d+e \leq N-1 . \tag{3}
\end{equation*}
$$

Next we will show that it is impossible for a sequence of period $N \geq 4$ to satisfy both (2) and (3), other than those shift equivalent to $(\alpha)^{N-1} \beta$. According to the size of $e$, we divide the proof into three cases.

Case 1: $e=1$. It follows from (3) that $s_{d}=s_{d+1}=\cdots=s_{d+N-2}$. That means the sequence $\mathbf{s}^{N}$ is shift equivalent to $(\alpha)^{N-1} \beta$. This contradicts the assumption that $\mathbf{s}^{N}$ is not shift equivalent to $(\alpha)^{N-1} \beta$.

Case 2: $e=2$. In this case we distinguish the cases of even and odd $N$. If $N$ is even, then it follows from (3) that for any nonnegative integers $i, j, s_{i}=s_{j}$ if and only if $i \equiv j(\bmod 2)$. But we also have $s_{0}=s_{c}$ and $s_{N-1} \neq s_{N+c-1}$ by (2), which imply $c \equiv 0(\bmod 2)$ and $N-1 \not \equiv$ $N+c-1(\bmod 2)$, an obvious contradiction.

Now we assume $N$ is odd. Then from (3) we get that for $i, j \in\{d, d+1, \ldots, N+d-1\}$,

$$
\begin{equation*}
s_{i}=s_{j} \text { if and only if } i \equiv j(\bmod 2) . \tag{4}
\end{equation*}
$$

When $d=0$, we have $s_{0}=s_{c}$ by (2), and hence $c$ is even by (4). Since $N-3$ and $N+c-3$ are both even and $s_{N-3} \neq s_{N+c-3}$, we get $c \geq 4$, and then $N-c \leq N-4$. Therefore, $s_{N-c}=s_{N}=s_{0}$ by (2), which is a contradiction since $N-c \not \equiv 0(\bmod 2)$. It implies that $d \geq 1$. Then for even $d$, we have

$$
\begin{array}{r}
s_{d}=s_{d+2}=\cdots=s_{N-1}=s_{1}=s_{3}=\cdots=s_{d-1}, \\
s_{d+1}=s_{d+3}=\cdots=s_{N-2}=s_{0}=s_{2}=\cdots=s_{d-2},
\end{array}
$$

and for odd $d$, we have

$$
\begin{array}{r}
s_{d}=s_{d+2}=\cdots=s_{N-2}=s_{0}=s_{2}=\cdots=s_{d-1}, \\
s_{d+1}=s_{d+3}=\cdots=s_{N-1}=s_{1}=s_{3}=\cdots=s_{d-2} .
\end{array}
$$

Note that $s_{N-1} \neq s_{0}$ whenever $d \geq 1$. Furthermore, we have $s_{0}=s_{c}$ and $s_{N-1} \neq s_{c-1}$, and thus $s_{0}=s_{c-1}=s_{c}$. This happens only if $d$ is odd and $c=d$. Since both $N$ and $d$ are odd and $d+e \leq N-1$, we have $0<d \leq N-4$. It follows from (2) that $s_{d}=s_{2 d}$, which is impossible because $d<2 d<d+N-1$ and $d \not \equiv 2 d(\bmod 2)$.

Case 3: $e \geq 3$. Then we have $d+e \leq N-1 \leq N+d+e-3$, and since $\mathbf{s}_{d}^{N+d-3}=\mathbf{s}_{d+e}^{N+d+e-3}$, we get

$$
s_{N-1}=s_{N-e-1}
$$

We also have $0 \leq N-e-1 \leq N-4$ in this case, and from $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$ we get then

$$
s_{N-e-1}=s_{N+c-e-1} .
$$

When $e+d-c \geq 2$, we have $d \leq N+c-e-1 \leq N+d-3$. It follows from $\mathbf{s}_{d}^{N+d-3}=\mathbf{s}_{d+e}^{N+d+e-3}$ that

$$
s_{N+c-e-1}=s_{N+c-1} .
$$

When $e+d-c<0$, we have $d \leq c-e-1<N+d-3$. Then with $\mathbf{s}_{d}^{N+d-3}=\mathbf{s}_{d+e}^{N+d+e-3}$ and the periodicity of the sequence we get

$$
s_{N+c-e-1}=s_{c-e-1}=s_{c-1}=s_{N+c-1}
$$

Altogether, we have $s_{N-1}=s_{N+c-1}$ whenever $e+d-c \geq 2$ or $e+d-c<0$, which is a contradiction.

In the remaining case we have $e+d-c=0$ or 1 . We note first that $c \neq \frac{N}{2}$ for even $N$ with $N \geq 6$, for otherwise $c-1=\frac{N}{2}-1 \leq N-4$ would imply that $S_{N+c-1}=s_{c-1}=s_{2 c-1}=s_{N-1}$, a contradiction. Together with $e \geq 3$ and $1 \leq c \leq\left\lfloor\frac{N}{2}\right\rfloor$, we obtain $e+d \leq N-3$ except for two special cases where $N=5, e=3, d=0, c=2$ and $N=4, e=3, d=0, c=2$. One can verify that it is impossible for (2) and (3) to be satisfied at the same time in these two cases. Now we assume $e+d \leq N-3$, then from $\mathbf{s}_{d}^{N+d-3}=\mathbf{s}_{d+e}^{N+d+e-3}$, we get

$$
s_{N-3}=s_{N-e-3}
$$

Moreover, we have $0 \leq N-e-3<N-4$ and $d \leq N+c-e-3 \leq d+N-3$. It follows then from $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$ and $\mathbf{s}_{d}^{N+d-3}=\mathbf{s}_{d+e}^{N+d+e-3}$ that

$$
s_{N-e-3}=s_{N+c-e-3} \text { and } s_{N+c-e-3}=s_{N+c-3}
$$

Therefore, we obtain $s_{N-3}=s_{N+c-3}$, a contradiction.
The proof is completed.

## 3 Binary near maximum nonlinear complexity sequences

In the present paper, we shall focus on the binary case. Specifically, we shall explore the structure of binary sequences $\mathbf{s}^{N}$ with period $N \geq 4$ and nonlinear complexity $N-2$. By Lemma

2, we can assume that there exists an integer $c$ with $1 \leq c \leq N-1$ such that

$$
\begin{equation*}
\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}, \quad s_{N-3} \neq s_{N+c-3} \text { and } s_{N-1} \neq s_{N+c-1} \tag{5}
\end{equation*}
$$

For $N=4$, it is easily to verify that there is, up to shift equivalence, only one binary sequence with nonlinear complexity $N-2$.

Proposition 1. Up to shift equivalence, the unique binary periodic sequence with period $N=4$ and nonlinear complexity $N-2$ is $s^{N}=0011$.

### 3.1 Necessary conditions

For $N>4$, we first characterize the property of the positive integer $c$ in (5).
Proposition 2. Let $s^{N}$ be a periodic binary sequence with $N>4$ and $C\left(s^{N}\right)=N-2$, and let $c$ be the positive integer such that $s^{N}$ satisfies the condition (5). Then:
(i) If $N$ is even, then $\operatorname{gcd}(N, c) \leq 2$.
(ii) If $N$ is odd, then $\operatorname{gcd}(N, c)=1$ and $c \neq 2, N-2$.

Proof. Let $d=\operatorname{gcd}(N, c), e=\frac{N}{d}$ and $f=\frac{c}{d}$. We first show that $d \leq 2$ for any $N>4$. Suppose, on the contrary, that $d \geq 3$. Define $d$ sets

$$
H_{k}=\{(c-k+t c) \bmod N \mid t=0,1, \cdots, e-1\} \text { for } k=1,2, \cdots, d
$$

Since $\operatorname{gcd}(e, f)=1$, we have

$$
\begin{aligned}
H_{d} & =\{(c-d+t c) \bmod N \mid t=0,1, \cdots, e-1\} \\
& =\{(f d-d+t f d) \bmod e d \mid t=0,1, \cdots, e-1\} \\
& =\{t d \bmod N \mid t=0,1, \cdots, e-1\}
\end{aligned}
$$

It is easily seen that $H_{d}$ is an additive subgroup of $\mathbb{Z}_{N}$ and $H_{k}=H_{d}+d-k$ for all $k \in$ $\{1,2, \cdots, d-1\}$, so that

$$
H_{i} \cap H_{j}=\varnothing \text { for } i \neq j \text { and } \bigcup_{i=1}^{d} H_{i}=\mathbb{Z}_{N}
$$

Furthermore, $c-k+(e-1) c=e c-k=\frac{c}{d} N-k \equiv N-k(\bmod N)$, that is to say, $N-k \in H_{k}$ for all $k \in\{1,2, \cdots, d\}$. Then neither of $N-2$ and $N-3$ is in $H_{1}$ since $d \geq 3$. Together with the condition $s_{i}=s_{(i+c) \bmod N}$ for $0 \leq i \leq N-4 \operatorname{in}(5)$, we obtain $s_{i}=s_{j}$ for any $i, j \in H_{1}$, which implies $s_{c-1}=s_{N-1}$, a contradiction to the condition $s_{N-1} \neq s_{(N+c-1) \bmod N}$ in (5).

Since for odd integer $N, \operatorname{gcd}(N, c) \leq 2$ implies $\operatorname{gcd}(N, c)=1$, it remains to show that $c \neq 2$ and $c \neq N-2$ for odd $N$. If $c=2$, then the condition $s_{i}=s_{(i+c) \bmod N}$ for $0 \leq i \leq N-4$ in (5) implies that $s_{0}=s_{2}=\cdots=s_{N-3}$ and $s_{1}=s_{3}=\cdots=s_{N-2}$. Together with $s_{N-3} \neq s_{N-1}$ and $s_{N-1} \neq s_{1}$, one obtains that the items of the binary sequence $\mathbf{s}^{N}$ must satisfy that $s_{0}=s_{1}=$ $s_{2}=\cdots=s_{N-2} \neq s_{N-1}$. Without loss of generality, by taking $s_{N-2}=\alpha$ and $s_{N-1}=\beta$, where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$, we obtain that $\mathbf{s}^{N}=(\alpha)^{N-1} \beta$. If $c=N-2$, we can similarly obtain from the condition (5) that $s_{i}=s_{0}$ if and only if $i \in \mathbb{Z}_{N} \backslash\{N-3\}$, and hence the binary sequence $\mathbf{s}^{N}$ is of the form $\mathbf{s}^{N}=(\alpha)^{N-3} \beta \alpha \alpha$, which is shift equivalent to $\mathbf{s}^{N}=(\alpha)^{N-1} \beta$. But the nonlinear complexity of the sequence $\mathbf{s}^{N}=(\alpha)^{N-1} \beta$ is $N-1$, which is a contradiction.

We consider first two special cases, $c=1$ and $c=2$ for even $N$.
Proposition 3. Let $s^{N}$ be a periodic binary sequence with $N>4$ and nonlinear complexity $N-2$, and let $c$ be the positive integer in (5). Then
(i) for $c=1$, the sequence $s^{N}$, up to shift equivalence, has the form $(\alpha)^{N-2} \beta \beta$, where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta ;$
(ii) for even $N$ and $c=2$, the sequence $s^{N}$, up to shift equivalence, has the form $(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha$, where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$.

Proof. (i) For $c=1$, the condition (5) is equivalent to $s_{0}=s_{1}=s_{2}=\cdots=s_{N-4}=s_{N-3}$ and $s_{N-3} \neq s_{N-2}, s_{N-1} \neq s_{0}$. Since the sequence is binary, it follows that $s_{0}=s_{1}=s_{2}=$ $\cdots=s_{N-4}=s_{N-3} \neq s_{N-2}=s_{N-1}$. Without loss of generality, by taking $s_{N-3}=\alpha$ and $s_{N-2}=\beta$, where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$, then the sequence $\mathbf{s}^{N}$, up to shift equivalence, has the form $(\alpha)^{N-2} \beta \beta$.
(ii) For even $N$ and $c=2$, the conditions in (5) are equivalent to $s_{0}=s_{2}=\cdots=s_{N-4}=$ $s_{N-2}, s_{1}=s_{3}=\cdots=s_{N-5}=s_{N-3}$, and $s_{N-3} \neq s_{N-1}, s_{N-1} \neq s_{1}$. For a binary sequence, that is to say, $s_{0}=s_{2}=\cdots=s_{N-2}=s_{N-1}$ and $s_{1}=s_{3}=\cdots=s_{N-3}$, or $s_{0}=s_{1}=\cdots=s_{N-2} \neq$ $s_{N-1}$. In the former case, take $s_{N-1}=\alpha$ and $s_{N-3}=\beta$, where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$. then we get a binary sequence $(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha$. In the latter case, take $s_{N-2}=\alpha$ and $s_{N-1}=\beta$, then we get another binary sequence $(\alpha)^{N-1} \beta$, which can be verified to have nonlinear complexity $N-1$, a contradiction. Thus the desired result follows.

Next we shall investigate the general case, i.e., the case $c=p$, where $p$ is an integer such that $3 \leq p \leq N-1$. By Proposition $2, p$ must satisfy $\operatorname{gcd}(N, p) \leq 2$. At this point it is convenient to divide the discussion into two subcases $\operatorname{gcd}(N, p)=1$ and $\operatorname{gcd}(N, p)=2$. We first define the following sets and discuss their properties.

For any two positive integers $n$ and $q$ with $3 \leq q \leq n-1$ and $\operatorname{gcd}(n, q)=1$, according to Bezout's Lemma, there exist uniquely determined positive integers $u \in \mathbb{Z}_{n}$ and $v \in \mathbb{Z}_{q}$ satisfying $u q-v n=1$. When $u<\frac{n}{2}$, define three sets

$$
\begin{align*}
H_{1}(n, q) & =\{(q-1+t q) \bmod n \mid t=0,1, \cdots, n-2 u-1\} \\
H_{2}(n, q) & =\{(q-2+t q) \bmod n \mid t=0,1, \cdots, u-1\}  \tag{6}\\
H_{3}(n, q) & =\{(q-3+t q) \bmod n \mid t=0,1, \cdots, u-1\}
\end{align*}
$$

When $u>\frac{n}{2}$, define three sets

$$
\begin{align*}
I_{1}(n, q) & =\{(q-1+t q) \bmod n \mid t=0,1, \cdots, n-u-1\} \\
I_{2}(n, q) & =\{(q-2+t q) \bmod n \mid t=0,1, \cdots, n-u-1\}  \tag{7}\\
I_{3}(n, q) & =\{(q-3+t q) \bmod n \mid t=0,1, \cdots, 2 u-n-1\}
\end{align*}
$$

For any two positive integers $n$ and $q$ with $3 \leq q \leq n-1$ and $\operatorname{gcd}(n, q)=2$, also by Bezout's Lemma, there exist uniquely determined positive integers $u \in \mathbb{Z}_{\frac{n}{2}}$ and $v \in \mathbb{Z}_{\frac{q}{2}}$ satisfying $u \cdot \frac{q}{2}-v \cdot \frac{n}{2}=1$ since $\operatorname{gcd}\left(\frac{n}{2}, \frac{q}{2}\right)=1$. Define three sets

$$
\begin{align*}
D_{1}(n, q) & =\left\{(q-1+t q) \bmod n \mid t=0,1, \cdots, \frac{n}{2}-u-1\right\} \\
D_{2}(n, q) & =\left\{(q-2+t q) \bmod n \mid t=0,1, \cdots, \frac{n}{2}-1\right\}  \tag{8}\\
D_{3}(n, q) & =\{(q-3+t q) \bmod n \mid t=0,1, \cdots, u-1\}
\end{align*}
$$

The following properties of the defined sets are of great importance. The proofs will be given in Appendix A.

Lemma 3. Let $q$ be an integer with $3 \leq q \leq n-1$ and $\operatorname{gcd}(n, q)=1$. Let $u \in \mathbb{Z}_{n}$ and $v \in \mathbb{Z}_{q}$ be the integers satisfying $u q-v n=1$. Then:
(i) when $u<\frac{n}{2},\left\{H_{i}(n, q) \mid i=1,2,3\right\}$ forms a partition of $\mathbb{Z}_{n}$, and $n-1, n-2, n-3$ belong to $H_{2}(n, q), H_{3}(n, q)$ and $H_{1}(n, q)$, respectively.
(ii) when $u>\frac{n}{2},\left\{I_{i}(n, q) \mid i=1,2,3\right\}$ forms a partition of $\mathbb{Z}_{n}$, and $n-1, n-2$ and $n-3$ belong to $I_{3}(n, q), I_{1}(n, q)$ and $I_{2}(n, q)$, respectively.

Lemma 4. Let $q$ be an integer with $3<q<n-1$ and $\operatorname{gcd}(n, q)=2$. Let $u \in \mathbb{Z}_{\frac{n}{2}}$ and $v \in \mathbb{Z}_{\frac{q}{2}}$ be the integers satisfying $u \cdot \frac{q}{2}-v \cdot \frac{n}{2}=1$. Then $\left\{D_{i}(n, q) \mid i=1,2,3\right\}$ forms a partition of $\mathbb{Z}_{n}$, and $n-1, n-2, n-3$ belong to $D_{3}(n, q), D_{2}(n, q), D_{1}(n, q)$, respectively.

After the above preparations, we can now treat the case where $c$ satisfies $3 \leq c \leq N-1$ and the necessary conditions in Proposition 2. We first show an equivalent expression of a binary periodic sequence $\mathbf{s}^{N}$ satisfying the condition (5). This expression is related to the sets defined in (6), (7) and (8).

Proposition 4. Let $s^{N}$ be a periodic binary sequence with $N>4$, $c$ be the positive integer such that $\boldsymbol{s}^{N}$ satisfies the condition (5).
(i) For $c=p$ with $\operatorname{gcd}(p, N)=1,3 \leq p \leq N-1$ and $p \neq N-2$, let $a \in \mathbb{Z}_{N}$ and $b \in \mathbb{Z}_{p}$ be the uniquely determined integers satisfying $a p-b N=1$. If $a<\frac{N}{2}$, then the condition (5) holds if and only if for $i \in \mathbb{Z}_{N}$,

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in H_{1}(N, p) \\ \beta, & \text { if } i \in H_{2}(N, p) \cup H_{3}(N, p)\end{cases}
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$. If $a>\frac{N}{2}$, then the condition (5) holds if and only if for $i \in \mathbb{Z}_{N}$,

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in I_{3}(N, p) \\ \beta, & \text { if } i \in I_{1}(N, p) \cup I_{2}(N, p)\end{cases}
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$.
(ii) For $c=p$ with $\operatorname{gcd}(p, N)=2$ and $3<p<N-2$, let $e \in \mathbb{Z}_{\frac{N}{2}}$ and $f \in \mathbb{Z}_{\frac{p}{2}}$ be the integers satisfying $e \cdot \frac{p}{2}-f \cdot \frac{N}{2}=1$. Then the condition (5) holds if and only if for $i \in \mathbb{Z}_{N}$,

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in D_{1}(N, p) \\ \beta, & \text { if } i \in D_{2}(N, p) \cup D_{3}(N, p)\end{cases}
$$

or

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in D_{3}(N, p) \\ \beta, & \text { if } i \in D_{1}(N, p) \cup D_{2}(N, p)\end{cases}
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$.

Proof. (i) For $c=p$ with $\operatorname{gcd}(p, N)=1,3 \leq p \leq N-1$ and $p \neq N-2$, we only prove the case $a<\frac{N}{2}$, and the case $a>\frac{N}{2}$ can be proved similarly, so we skip it here. When $a<\frac{N}{2}$, it follows from Lemma 3 and its proof that $\left\{H_{i}(N, p) \mid i=1,2,3\right\}$ forms a partition of $\mathbb{Z}_{N}$ and $N-1 \equiv$ $p-2+(a-1) p(\bmod N), N-2 \equiv p-3+(a-1) p(\bmod N), N-3 \equiv p-1+(N-2 a-1) p(\bmod N)$. Thus we get

$$
H_{1}(N, p) \backslash\{N-3\} \subset \mathbb{Z}_{N-3}, H_{2}(N, p) \backslash\{N-1\} \subset \mathbb{Z}_{N-3} \text { and } H_{3}(N, p) \backslash\{N-2\} \subset \mathbb{Z}_{N-3}
$$

Consequently, the condition $s_{i}=s_{(i+p) \bmod N}$ for each $i \in \mathbb{Z}_{N-3}$ in (5) is equivalent to

$$
s_{i}=s_{j} \text { for any two integers } i, j \in H_{k}(N, p), k=1,2,3
$$

Furthermore, the conditions $s_{N-3} \neq s_{(N+p-3)} \bmod N$ and $s_{N-1} \neq s_{(N+p-1) \bmod N}$ in (5) are equivalent to $s_{N-3} \neq s_{p-3}$ and $s_{N-1} \neq s_{p-1}$ since $3 \leq p \leq N-1$. Hence, if we restrict to binary sequences, then the condition (5) is equivalent to

$$
s_{i}=s_{j} \text { if and only if either } i, j \in H_{1}(N, p) \text { or } i, j \in H_{2}(N, p) \cup H_{3}(N, p)
$$

because of the fact that $N-1 \in H_{2}(N, p)$ and $N-3 \in H_{1}(N, p)$. By taking $s_{p-1}=\alpha, s_{p-3}=\beta$, we get the desired result.
(ii) For $c=p$ with $\operatorname{gcd}(p, N)=2$ and $3<p<N-2$, it follows from Lemma 4 that $\left\{D_{i}(N, p) \mid i=1,2,3\right\}$ forms a partition of $\mathbb{Z}_{N}$ and $N-1 \equiv p-3+(e-1) p(\bmod N), N-2 \equiv$ $p-2+\left(\frac{N}{2}-1\right) p(\bmod N), N-3 \equiv p-1+\left(\frac{N}{2}-e-1\right) p(\bmod N)$. Thus we have

$$
D_{1}(N, p) \backslash\{N-3\} \subset \mathbb{Z}_{N-3}, D_{2}(N, p) \backslash\{N-2\} \subset \mathbb{Z}_{N-3} \text { and } D_{3}(N, p) \backslash\{N-1\} \subset \mathbb{Z}_{N-3} .
$$

Therefore, the condition $s_{i}=s_{(i+p) \bmod N}$ for each $i \in \mathbb{Z}_{N-3}$ in (5) is equivalent to

$$
s_{i}=s_{j} \text { for any integers } i \text { and } j \text { belonging to the same set } D_{k}(N, P) \text { with } k=1,2,3 .
$$

If we restrict to binary sequences, then by the same argument as in the proof of (i), the condition (5) is equivalent to

$$
\begin{aligned}
s_{i} & =s_{j} \text { if and only if either } i, j \in D_{1}(N, p) \text { or } i, j \in D_{2}(N, p) \cup D_{3}(N, p), \\
\text { or } s_{i} & =s_{j} \text { if and only if either } i, j \in D_{3}(N, p) \text { or } i, j \in D_{1}(N, p) \cup D_{2}(N, p) .
\end{aligned}
$$

In the former case, take $s_{p-1}=\alpha, s_{p-3}=\beta$, and in the latter case, take $s_{p-3}=\alpha, s_{p-2}=\beta$, the desired results are obtained.

### 3.2 Recursive characterizations

Throughout what follows, we let $\mathbf{s}^{N}(c)$ denote the periodic binary sequence satisfying the condition (5) for a given positive integer $c$, that is, the items of the sequence satisfy

$$
s_{i}=s_{i+c} \text { for } i=0,1, \cdots, N-4, \quad \text { and } s_{N-3} \neq s_{N+c-3}, \quad s_{N-1} \neq s_{N+c-1} .
$$

We observe that for $c=p$ with $3 \leq p \leq N-1$, the structure of $\mathbf{s}^{N}(p)$ is related to the remainder $r$ of $N$ divided by $p$. We first discuss the special cases $r=1$ and $r=2$.

Proposition 5. (i) Let $N=m p+1$ with $3 \leq p \leq N-1$. Then $s^{N}(p)$, up to shift equivalence, has the form

$$
s^{N}(p)=\left((\alpha)^{p-2} \beta \beta\right)^{m} \alpha,
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$;
(ii) Let $N=m p+2$ with $p$ odd, $3 \leq p \leq N-1$, and $p \neq N-2$. Then the sequence $s^{N}(p)$, up to shift equivalence, has the form

$$
s^{N}(p)=\left((\beta)^{p-1} \alpha\right)^{m} \beta \beta,
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$;
(iii) Let $N=m p+2$ with $p$ even and $3<p<N-1$. Then for even $p=N-2$ the sequence $\boldsymbol{s}^{N}(p)$, up to shift equivalence, has the form

$$
s^{N}(p)=(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha
$$

and for $p \neq N-2$ the sequence $s^{N}(p)$, up to shift equivalence, has the form

$$
s^{N}(p)=\left((\beta)^{p-1} \alpha\right)^{m} \beta \beta \text { or }\left((\beta \alpha)^{\frac{p-2}{2}} \beta \beta\right)^{m} \beta \alpha
$$

where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$.

Proof. (i) Note that $N=m p+1$ implies $\operatorname{gcd}(N, p)=\operatorname{gcd}(p, 1)=1$ and $(N-m) p-N(p-1)=1$. It is easily seen $\frac{N}{2}<N-m<N$, so that the items $s_{i}$ for $i \in \mathbb{Z}_{N}$ in the binary sequence $\mathbf{s}^{N}(p)$ satisfy

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in I_{3}(N, p) \\ \beta, & \text { if } i \in I_{1}(N, p) \cup I_{2}(N, p)\end{cases}
$$

by Proposition 4 (i). Recall that $A \bmod p$ denotes $\{x \bmod p \mid x \in A\}$, where A is a set of some integers. Since $p-1+(m-1) p=m p-1=N-2$ and $p-1+t p<N$ for $t=0,1, \cdots, m-1$, it follows that $I_{1}(N, p) \bmod p=\{p-1\}$. Similarly, we have $I_{2}(N, p) \bmod p=\{p-2\}$. Next we shall show that $I_{3}(N, p) \bmod p=\{0,1, \cdots, p-3\}$. Let $x=\left(p-3+t_{x} p\right) \bmod N$ with $0 \leq t_{x} \leq N-2 m-1$ be an arbitrary integer belonging to $I_{3}(N, p)$. Then there exists a unique nonnegative integer $j_{x}=\left\lfloor\frac{p-3+t_{x} p}{N}\right\rfloor$ such that $x=p-3+t_{x} p-j_{x} N$, so that

$$
x=p-3+t_{x} p-j_{x}(m p+1) \equiv-3-j_{x}(\bmod p)
$$

It is straightforward to verify that as $t_{x}$ runs through the numbers $0,1, \cdots, N-2 m-1, j_{x}$ runs through the numbers $0,1, \cdots, p-3$, and so does $x(\bmod p)$. Thus we have $I_{3}(N, p) \bmod p=$ $\{0,1, \cdots, p-3\}$. By what we have already shown, the items $s_{i}$ for $i \in \mathbb{Z}_{N}$ in the binary sequence $\mathbf{s}^{N}(p)$ satisfy

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in\{0,1, \cdots, p-3\} \\ \beta, & \text { if }(i \bmod p) \in\{p-1, p-2\}\end{cases}
$$

This indicates that the sequence has the form $\left((\alpha)^{p-2} \beta \beta\right)^{m} \alpha$.
(ii) Note that $N=m p+2$ and $p$ odd imply that $\operatorname{gcd}(N, p)=\operatorname{gcd}(p, 2)=1$ and $\frac{N-m}{2} p-$ $\frac{p-1}{2} N=1$. Since $\frac{N-m}{2}<\frac{N}{2}$, it follows from Proposition 4 (i) that the items of the binary sequence $\mathbf{s}^{N}(p)$ satisfy

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in H_{1}(N, p) \\ \beta, & \text { if } i \in H_{2}(N, p) \cup H_{3}(N, p)\end{cases}
$$

We can prove that $H_{1}(N, p) \bmod p=\{p-1\}, H_{2}(N, p) \bmod p=\{1,3, \cdots, p-2\}$ and $H_{3}(N, p) \bmod$ $p=\{0,2, \cdots, p-3\}$ in a way similar to that in (i). Thus, the items $s_{i}$ for $i \in \mathbb{Z}_{N}$ in the binary sequence $\mathbf{s}^{N}(p)$ satisfy

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in\{p-1\} \\ \beta, & \text { if }(i \bmod p) \in\{0,1, \cdots, p-2\}\end{cases}
$$

Therefore we obtain that the sequence $\mathbf{s}^{N}(p)$ must be of the form $\left((\beta)^{p-1} \alpha\right)^{m} \beta \beta$.
(iii) Note that $N=m p+2$ and $p$ even imply that $\operatorname{gcd}(N, p)=\operatorname{gcd}(p, 2)=2$ and $\left(\frac{N}{2}-\right.$ $m) \frac{p}{2}-\left(\frac{p}{2}-1\right) \frac{N}{2}=1$. Then by Proposition 4 (ii), for $p$ with $3<p<N-2$, the items $s_{i}$ with $i \in \mathbb{Z}_{N}$ in the sequence $\mathbf{s}^{N}(p)$ satisfy either

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in D_{1}(N, p) \\ \beta, & \text { if } i \in D_{2}(N, p) \cup D_{3}(N, p)\end{cases}
$$

or

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in D_{3}(N, p) \\ \beta, & \text { if } i \in D_{1}(N, p) \cup D_{2}(N, p)\end{cases}
$$

By similar arguments we can show that $D_{1}(N, p) \bmod p=\{p-1\}, D_{2}(N, p) \bmod p=\{0,2, \cdots, p-$ $2\}$ and $D_{3}(N, p) \bmod p=\{1,3, \cdots, p-3\}$. Therefore, the items $s_{i}$ for $i \in \mathbb{Z}_{N}$ in the sequence $\mathbf{s}^{N}(p)$ satisfy either

$$
s_{i}=\left\{\begin{aligned}
\alpha, & \text { if }(i \bmod p) \in\{p-1\} \\
\beta, & \text { if }(i \bmod p) \in\{0,1,2, \cdots, p-2\}
\end{aligned}\right.
$$

or

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in\{1,3, \cdots, p-3\} \\ \beta, & \text { if }(i \bmod p) \in\{0,2, \cdots, p-2\} \cup\{p-1\}\end{cases}
$$

Thus we obtain that the sequence $\mathbf{s}^{N}(p)$ has the form

$$
\left((\beta)^{p-1} \alpha\right)^{m} \beta \beta \text { or }\left((\beta \alpha)^{\frac{p-2}{2}} \beta \beta\right)^{m} \beta \alpha
$$

For $p=N-2$, one can deduce from the conditions in (5) that $s_{0}=s_{2}=\cdots=s_{N-4}=$ $s_{N-2}, s_{1}=s_{3}=\cdots=s_{N-5}=s_{N-1} \neq s_{N-3}$. This implies that $\mathbf{s}^{N}(p)$ has the form $\left((\alpha)^{N-3} \beta\right) \alpha \alpha$ or $\left((\alpha \beta)^{\frac{N-4}{2}} \alpha \alpha\right) \alpha \beta$. However, the former is a cyclic shift of $(\alpha)^{N-1} \beta$. It then follows from Proposition 3, the sequence $\mathbf{s}^{N}(p)=\mathbf{s}^{N}(N-2)$, up to shift equivalence, has the form $(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha$.

For the case $r \geq 3$, we need the following two lemmas, which will be proved in Appendix A.

Lemma 5. Let $N=m p+r$ with $3 \leq r<p<N-2$ and $\operatorname{gcd}(N, p)=1$. Let $a \in \mathbb{Z}_{N}$ and $b \in \mathbb{Z}_{p}$ be the integers satisfying ap $-b N=1, u \in \mathbb{Z}_{p}$ and $v \in \mathbb{Z}_{r}$ be the integer satisfying ur $-v p=1$.
(i) If $a<\frac{N}{2}$, then $u>\frac{p}{2}$, and $H_{1}(N, p) \bmod p=I_{3}(p, r), H_{2}(N, p) \bmod p=I_{1}(p, r)$, $H_{3}(N, p) \bmod p=I_{2}(p, r)$.
(ii) If $a>\frac{N}{2}$, then $u<\frac{p}{2}$, and $I_{3}(N, p) \bmod p=H_{1}(p, r), I_{2}(N, p) \bmod p=H_{3}(p, r)$, $I_{1}(N, p) \bmod p=H_{2}(p, r)$.

Lemma 6. Let $N=m p+r$ with $3<r<p<N-1$ and $\operatorname{gcd}(N, p)=2$. Let $e \in \mathbb{Z}_{\frac{N}{2}}$ and $f \in \mathbb{Z}_{\frac{p}{2}}$ be the integers satisfying e $\cdot \frac{p}{2}-f \cdot \frac{N}{2}=1, u \in \mathbb{Z}_{\frac{p}{2}}$ and $v \in \mathbb{Z}_{\frac{r}{2}}$ be the integers satisfying $u \cdot \frac{r}{2}-v \cdot \frac{p}{2}=1$. Then the sets defined in (8) satisfy $D_{1}(N, p) \bmod p=D_{3}(p, r)$, $D_{2}(N, p) \bmod p=D_{2}(p, r), D_{3}(N, p) \bmod p=D_{1}(p, r)$.

In the sequel, we let $F\left(\mathbf{s}^{N}, r\right)=\left(s_{0} s_{1} \cdots s_{r-1}\right)$ with $1 \leq r \leq N-1$ denote the first $r$ bits taking from the sequence $\mathbf{s}^{N}$. For the general case, i.e., the case $r \geq 3$, we arrive at the following result.

Proposition 6. Let $N=m p+r$ with $3 \leq r<p<N-2$ and $\operatorname{gcd}(N, p) \leq 2$. Then

$$
s^{N}(p)=F\left(\left(s^{p}(r)\right)^{m+1}, N\right),
$$

where $s^{p}(r)$ is exactly the binary sequence with period $p$ and nonlinear complexity $p-2$ corresponding to a given integer $r$.

Proof. Recall that $\mathbf{s}^{N}(p)$ denotes the binary sequences with period $N$ and nonlinear complexity $N-2$ obtained by conditions in (5) for the given positive integer $p$. From the condition $s_{i}=s_{i+p}$ for $i \in \mathbb{Z}_{N-4}$, we derive that $s_{i}=s_{i+p}=\cdots=s_{i+(m-1) p}$ for all $i$ with $0 \leq i \leq p-1$, and $s_{m p+j}=s_{j}$ for $j=0,1, \ldots, r-1$. That is to say the sequence $\mathbf{s}^{N}(p)$ must be of the form

$$
\left(s_{0} s_{1} \ldots s_{p-1}\right)^{m} s_{0} s_{1} \ldots s_{r-1}
$$

On the other hand, $\mathbf{s}^{N}(p)$ has one of the forms in Proposition 4 depending on the values of $N$ and $p$. To determine further the concrete representation of the subsequence $s_{0} s_{1} \ldots s_{p-1}$, it is sufficient to determine the integers modulo $p$ in various sets. We now distinguish the cases $\operatorname{gcd}(N, p)=1$ and $\operatorname{gcd}(N, p)=2$.

Case 1: $\operatorname{gcd}(N, p)=1$. It is obvious that $\operatorname{gcd}(p, r)=1$. Let $a \in \mathbb{Z}_{N}$ and $b \in \mathbb{Z}_{p}$ be the integers satisfying $a p-b N \equiv 1(\bmod N), u \in \mathbb{Z}_{p}$ and $v \in \mathbb{Z}_{r}$ be the integers satisfying $u r-v p=1$. If $a<\frac{N}{2}$, then by Proposition 4 (i), for $i \in \mathbb{Z}_{N}$,

$$
s_{i}= \begin{cases}\alpha, & \text { if } i \in H_{1}(N, p) \\ \beta, & \text { if } i \in H_{2}(N, p) \cup H_{3}(N, p) .\end{cases}
$$

Furthermore, by Lemma 5 (i) we have $u>\frac{p}{2}$, and $H_{1}(N, p) \bmod p=I_{3}(p, r), H_{2}(N, p) \bmod p=$ $I_{1}(p, r), H_{3}(N, p) \bmod p=I_{2}(p, r)$. That is to say, for $i \in \mathbb{Z}_{N}$,

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in I_{3}(p, r) \\ \beta, & \text { if }(i \bmod p) \in I_{1}(p, r) \cup I_{2}(p, r)\end{cases}
$$

Then again by Proposition 4 (i), the subsequence $s_{0} s_{1} \cdots s_{p-1}$ is the binary sequence with period $p$ and nonlinear complexity $p-2$ corresponding to a given positive integer $c=r$, and so $\mathbf{s}^{N}(p)$ has the form $\left(\mathbf{s}^{p}(r)\right)^{m} F\left(\mathbf{s}^{p}(r), r\right)$, that is, $F\left(\left(\mathbf{s}^{p}(r)\right)^{m+1}, N\right)$.

The result for $a>\frac{N}{2}$ can be established by using the same arguments as for $a<\frac{N}{2}$.
Case 2: $\operatorname{gcd}(N, p)=2$. It is obvious that $\operatorname{gcd}(p, r)=2$. Then by Proposition 4 (ii), for $i \in \mathbb{Z}_{N}$, the items of the sequence $\mathbf{s}^{N}(p)$ satisfy that

$$
s_{i}=\left\{\begin{array}{ll}
\alpha, & \text { if } i \in D_{1}(N, p) \\
\beta, & \text { if } i \in D_{2}(N, p) \cup D_{3}(N, p),
\end{array} \quad \text { or } \quad s_{i}= \begin{cases}\alpha, & \text { if } i \in D_{3}(N, p) \\
\beta, & \text { if } i \in D_{1}(N, p) \cup D_{2}(N, p)\end{cases}\right.
$$

Since $D_{1}(N, p) \bmod p=D_{3}(p, r), D_{2}(N, p) \bmod p=D_{2}(p, r), D_{3}(N, p) \bmod p=D_{1}(p, r)$ by Lemma 6, we get

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in D_{3}(p, r) \\ \beta, & \text { if }(i \bmod p) \in D_{1}(p, r) \cup D_{2}(p, r)\end{cases}
$$

or

$$
s_{i}= \begin{cases}\alpha, & \text { if }(i \bmod p) \in D_{1}(p, r) \\ \beta, & \text { if }(i \bmod p) \in D_{2}(p, r) \cup D_{3}(p, r)\end{cases}
$$

This implies that the subsequence $s_{0} s_{1} \cdots s_{p-1}$ is a binary sequence with period $p$ and nonlinear complexity $p-2$ obtained by conditions in (5) for a given positive integer $c=r$.

Conversely, let $\mathbf{s}^{p}(r)$ be the binary sequence with period $p$ and nonlinear complexity $p-2$ corresponding a given integer $c=r$. Then we claim that the sequence $\mathbf{s}^{N}=F\left(\left(\mathbf{s}^{p}(r)\right)^{m+1}, N\right)$ must have nonlinear complexity $N-2$. For the sequence $\mathbf{s}^{N}$, we examine the following two subsequences of length $N-3$ :

$$
\mathbf{s}_{0}^{N-4}=\left(\mathbf{s}^{p}(r)\right)^{m} F\left(\mathbf{s}^{p}(r), r-3\right) \text { and } \mathbf{s}_{p}^{N+p-4}=\left(\mathbf{s}^{p}(r)\right)^{m-1} F\left(\mathbf{s}^{p}(r), r\right) F\left(\mathbf{s}^{p}(r), p-3\right)
$$

The first $(m-1) p+r=N-p$ bits of the two subsequences, i.e., $\mathbf{s}_{0}^{N-p-1}$ and $\mathbf{s}_{p}^{N-1}$ are identical obviously. The next $p-3$ bits in $\mathbf{s}_{p}^{N+p-4}$ are, in order, $s_{0}, s_{1}, s_{2}, \cdots, s_{p-4}$, and those in $\mathbf{s}_{0}^{N-4}$ are, in order, $s_{r}, s_{r+1}, \cdots, s_{p-1}, s_{0}, s_{1}, \cdots, s_{r-4}$ if $r \geq 4$ and $s_{r}, s_{r+1}, \cdots, s_{p-1}$ if $r=3$. We note that the items of $\mathbf{s}^{p}(r)$ satisfy the conditions in (5). The condition $s_{i}=s_{(i+r) \bmod p}$ for $i \in \mathbb{Z}_{p-3}$ in (5) implies

$$
\left(s_{0}, s_{1}, s_{2}, \cdots, s_{p-4}\right)=\left(s_{r}, s_{r+1}, \cdots, s_{p-1}, s_{0}, s_{1}, \cdots, s_{r-4}\right) \text { for } r \geq 4
$$

$$
\left(s_{0}, s_{1}, s_{2}, \cdots, s_{p-4}\right)=\left(s_{r}, s_{r+1}, \cdots, s_{p-1}\right) \text { for } r=3
$$

Together with $\mathbf{s}_{0}^{N-p-1}=\mathbf{s}_{p}^{N-1}$, we obtain that $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{p}^{N+p-4}$. On the other hand, the conditions $s_{p-3} \neq s_{(p+r-3) \bmod p}$ and $s_{p-1} \neq s_{(p+r-1) \bmod p}$ imply that the $(N-2)$ nd bit and the $N$ th bit of the sequence $\mathbf{s}^{N}$ satisfy

$$
s_{N-3} \neq s_{(p+N-3) \bmod N} \text { and } s_{N-1} \neq s_{(p+N-1) \bmod N}
$$

due to $s_{N-3}=s_{r-3}=s_{(p+r-3) \bmod p}$ and $s_{N-1}=s_{r-1}=s_{(p+r-1) \bmod p}$, respectively. Altogether, the sequence $\mathbf{s}^{N}=F\left(\left(\mathbf{s}^{p}(r)\right)^{m+1}, N\right)$ has nonlinear complexity $N-2$ according to Lemma 2 .

Remark 1. If we set $s^{p}(1)=(\alpha)^{p-2} \beta \beta$ for $p \geq 3, s^{p}(2)=(\beta)^{p-1} \alpha$ for odd number $p \geq 3$ and $s^{p}(2)=(\beta)^{p-1} \alpha$ or $(\beta \alpha)^{\frac{p-2}{2}} \beta \beta$ for even number $p>3$, then the results in Propositions 5 can be uniformly rewritten as $s^{N}(p)=F\left(\left(s^{p}(r)\right)^{m+1}, N\right)$ for $r=1,2$. Together with Proposition 6, we get that for any period $N>4$ and integer $c=p$ with $3 \leq p \leq N-1, p \neq N-2$ and $\operatorname{gcd}(N, p) \leq 2$, if $N=m p+r$, then

$$
s^{N}(p)=F\left(\left(s^{p}(r)\right)^{m+1}, N\right)
$$

It should be noted that $s^{p}(r)$ denotes all the binary sequences with period $p$ and nonlinear complexity $p-2$ for a given integer $c=r$ in general, but the cases $r=2$ and $(p, r)=(3,1)$ are exceptions.

With the preparations in Propositions 3,5 and 6 , we are now ready to present a recursive method to characterize all binary sequences with near maximum nonlinear complexity. It is convenient to distinguish the cases of odd and even period.

Theorem 1. Let $s^{N}$ be a periodic binary sequence with $N$ odd and $N>4$. Then $s^{N}$ has nonlinear complexity $N-2$ if and only if it can, up to shift equivalence, be represented as one of the following forms:
(i) $s^{N}(c)=(\alpha)^{N-2} \beta \beta$ for $c=1$.
(ii) for $c=p$ with $3 \leq p \leq N-1, p \neq N-2$ and $\operatorname{gcd}(N, p)=1$, let $N=r_{0}, p=r_{1}$ and $r_{i-1}=m_{i} r_{i}+r_{i+1}$ for $i=1,2, \cdots, k$, where $r_{1}>r_{2}>\cdots>r_{k+1}=1$. Then $s^{N}(p)=s^{r_{0}}\left(r_{1}\right)$ with

$$
s^{r_{i-1}}\left(r_{i}\right)=F\left(\left(s^{r_{i}}\left(r_{i+1}\right)\right)^{m_{i}+1}, r_{i-1}\right) \text { for } i=1,2, \cdots, k-1
$$

where

$$
s^{r_{k-1}}\left(r_{k}\right)=\left\{\begin{array}{cl}
(\beta)^{r_{k-1}-1} \alpha, & \text { if } r_{k}=2 \\
\left((\alpha)^{r_{k}-2} \beta \beta\right)^{m_{k}} \alpha, & \text { if } r_{k} \neq 2
\end{array}\right.
$$

Proof. The statement (i) is established by Proposition 3 (i). We thus only need to prove (ii). For $c=p$ with $3 \leq p \leq N-1, p \neq N-2$ and $\operatorname{gcd}(N, p)=1$, by using the Euclidean algorithm on $N=r_{0}$ and $p=r_{1}$, we obtain that $r_{i-1}=m_{i} r_{i}+r_{i+1}$ for $i=1,2, \cdots, k$, and the final nonzero remainder $r_{k+1}=1$. If $r_{k} \neq 2$, then by Proposition 5 (i),

$$
\mathbf{s}^{r_{k-1}}\left(r_{k}\right)=\left((\alpha)^{r_{k}-2} \beta \beta\right)^{m_{k}} \alpha .
$$

Since $r_{i} \geq 3$ for all $i=k, k-1, \cdots, 2,1$, by Proposition 6, we have,

$$
\mathbf{s}^{r_{i-1}}\left(r_{i}\right)=F\left(\left(\mathbf{s}^{r_{i}}\left(r_{i+1}\right)\right)^{m_{i}+1}, r_{i-1}\right) \text { for } i=k-1, \cdots, 2,1 .
$$

If $r_{k}=2$, then by Proposition 5 (ii),

$$
\mathbf{s}^{r_{k-2}}\left(r_{k-1}\right)=\left(\mathbf{s}^{r_{k-1}}\left(r_{k}\right)\right)^{m_{k-1}} F\left(\mathbf{s}^{r_{k-1}}\left(r_{k}\right), r_{k}\right)=F\left(\left(\mathbf{s}^{r_{k-1}}\left(r_{k}\right)\right)^{m_{k-1}+1}, r_{k-2}\right),
$$

where $\mathbf{s}^{r_{k-1}}\left(r_{k}\right)=\mathbf{s}^{r_{k-1}}(2)=(\beta)^{r_{k-1}-1} \alpha$. Again by Proposition 6, the desired result follows.
Theorem 2. Let $s^{N}$ be a periodic binary sequence with $N$ even and $N>4$. Then $s^{N}$ has nonlinear complexity $N-2$ if and only if it can, up to shift equivalence, be represented as one of the following forms:
(i) $s^{N}(c)=(\alpha)^{N-2} \beta \beta$ for $c=1$;
(ii) $s^{N}(c)=(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha$ for $c=2$;
(iii) for $c=p$ with $3 \leq p \leq N-1$ and $\operatorname{gcd}(N, p)=1$, let $N=r_{0}, p=r_{1}$ and $r_{i-1}=$ $m_{i} r_{i}+r_{i+1}$ for $i=1,2, \cdots, k$, where $r_{1}>r_{2}>\cdots>r_{k+1}=1$. Then $s^{N}(p)=s^{r_{0}}\left(r_{1}\right)$ with

$$
s^{r_{i-1}}\left(r_{i}\right)=F\left(\left(s^{r_{i}}\left(r_{i+1}\right)\right)^{m_{i}+1}, r_{i-1}\right) \text { for } i=1,2, \cdots, k-1 \text {, }
$$

where

$$
s^{r_{k-1}}\left(r_{k}\right)=\left\{\begin{array}{cl}
(\beta)^{r_{k-1}-1} \alpha, & \text { if } r_{k}=2 ; \\
\left((\alpha)^{r_{k}-2} \beta \beta\right)^{m_{k}} \alpha, & \text { if } r_{k} \neq 2 .
\end{array}\right.
$$

(iv) for $c=p$ with $3<p<N-1$ and $\operatorname{gcd}(N, p)=2$, if $p=N-2$, then $s^{N}(p)=(\alpha \beta)^{\frac{N-2}{2}} \alpha \alpha$. If $p \neq N-2$, let $N=r_{0}, p=r_{1}$ and $r_{i-1}=m_{i} r_{i}+r_{i+1}$ for $i=1,2, \cdots, k$, where $r_{1}>r_{2}>$ $\cdots>r_{k+1}=2$. Then $s^{N}(p)=s^{r_{0}}\left(r_{1}\right)$ with

$$
s^{r_{i-1}}\left(r_{i}\right)=F\left(\left(s^{r_{i}}\left(r_{i+1}\right)\right)^{m_{i}+1}, r_{i-1}\right) \text { for } i=1,2, \cdots, k,
$$

and $s^{r_{k}}\left(r_{k+1}\right)=(\beta)^{r_{k}-1} \alpha$ or $(\beta \alpha)^{\frac{r_{k}-2}{2}} \beta \beta$.
Proof. The statements (i) and (ii) are established by Proposition 3. One can obtain (iii) and (iv) by applying the Euclidean algorithm on $N=r_{0}$ and $p=r_{1}$ and the results in Propositions 5 and 6 .

## 4 Analyzing near maximum nonlinear complexity sequences

In this section we shall exactly determine the number of binary near maximum nonlinear complexity sequences of period $N$. By Theorems 1 and 2 , we know that such sequences are determined by the values of the integer $c$. So we need to consider whether the sequences corresponding different values of the integer $c$ are shift-distinct.

The following lemma shows a useful property of the periodic binary sequences $\mathbf{s}^{N}$ with nonlinear complexity $N-2$ which will be helpful. The proof will be included in Appendix A.

Lemma 7. Let $s^{N}$ be a periodic binary sequence with $N>4$ and $C\left(s^{N}\right)=N-2$. Then there is exactly one pair of $(N-3)$-tuples among $s_{i}^{N+i-4}$ with $0 \leq i \leq N-1$ that are equal.

With Lemma 7, we can characterize the shift equivalent relation between binary near maximum nonlinear complexity sequences as shown below.

Lemma 8. For a given period $N>4$, let $c$ and $c^{\prime}$ be two distinct positive integers satisfying the condition (i) or (ii) in Proposition 2, and let $\boldsymbol{s}^{N}(c)$ and $\boldsymbol{s}^{N}\left(c^{\prime}\right)$ be periodic binary sequences with nonlinear complexity $N-2$ satisfying the conditions in (5) for the given positive integers $c$ and $c^{\prime}$, respectively. Then $s^{N}(c)$ and $s^{N}\left(c^{\prime}\right)$ are shift equivalent if and only if $c+c^{\prime}=N$.

Proof. We first show the necessity. Suppose that

$$
\mathbf{s}^{N}(c)=s_{0} s_{1} \cdots s_{N-1}, \text { and } \mathbf{s}^{N}\left(c^{\prime}\right)=t_{0} t_{1} \cdots t_{N-1} .
$$

Since $\mathbf{s}^{N}(c)$ and $\mathbf{s}^{N}\left(c^{\prime}\right)$ are shift equivalent, there exists an integer $e$ with $1 \leq e \leq N-1$ such that

$$
\begin{equation*}
t_{i}=s_{(e+i) \bmod N}, \text { for } i \geq 0 \tag{9}
\end{equation*}
$$

By (5), we have $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$. This together with (9) shows that $\mathbf{t}_{N-e}^{N-e+N-4}=\mathbf{t}_{(c-e) \bmod N}^{((c-e) \bmod N)+N-4}$. Again by (5), $\mathbf{t}_{0}^{N-4}=\mathbf{t}_{c^{\prime}}^{N+c^{\prime}-4}$. Then by Lemma 7 ,

$$
\left(0, c^{\prime}\right)=((c-e) \bmod N, N-e)
$$

Since $1 \leq c, e \leq N-1$, we have $N=e+c^{\prime}=c+c^{\prime}$ as desired.
To prove the sufficiency, we assume, without loss of generality, that $c<N / 2<c^{\prime}$. For the case $c=1$, the periodic binary sequence $\mathbf{s}^{N}(c)$ with nonlinear complexity $N-2$ has the form $\mathbf{s}^{N}(1)=(\alpha)^{N-2} \beta \beta$ by Proposition 3 (i). For $c^{\prime}=N-1$, it follows from Proposition 5 (i) that

$$
\mathbf{s}^{N}\left(c^{\prime}\right)=\mathbf{s}^{N}(N-1)=(\alpha)^{N-3} \beta \beta \alpha
$$

which is easily seen to be shift equivalent to $\mathbf{s}^{N}(1)$. For the case $N$ is even, $c=2$ and $c^{\prime}=N-2$, it follows from Proposition 3 (ii) and Proposition 5 (iii) that $\mathbf{s}^{N}(N-2)$ and $\mathbf{s}^{N}(2)$ are shift equivalent. For the case $c=p$ with $3 \leq p<N / 2<c^{\prime}=N-p$, let $N=m p+r$ with $0<r<p$, then $m \geq 2$. By Propositions 5 and 6 ,

$$
\mathbf{s}^{N}(p)=F\left(\left(\mathbf{s}^{p}(r)\right)^{m+1}, N\right)=\left(\mathbf{s}^{p}(r)\right)^{m} F\left(\mathbf{s}^{p}(r), r\right)
$$

For the integer $c^{\prime}=N-p$, we have $N=c^{\prime}+p$ and $c^{\prime}=N-p=(m-1) p+r$, it follows from Proposition 6 that $\mathbf{s}^{N}\left(c^{\prime}\right)=\mathbf{s}^{c^{\prime}}(p) F\left(\mathbf{s}^{c^{\prime}}(p), p\right)$ and $\mathbf{s}^{c^{\prime}}(p)=\left(\mathbf{s}^{p}(r)\right)^{m-1} F\left(\mathbf{s}^{p}(r), r\right)$. Therefore,

$$
\mathbf{s}^{N}\left(c^{\prime}\right)=\mathbf{s}^{N}(N-p)=\left(\mathbf{s}^{p}(r)\right)^{m-1} F\left(\mathbf{s}^{p}(r), r\right) \mathbf{s}^{p}(r)
$$

which is easily seen to be shift equivalent to $\mathbf{s}^{N}(p)$.

Let $\mathcal{N}$ denote the number of all binary near maximum nonlinear complexity sequences of period $N \geq 4$. From the preceding discussion we get the following result.

Theorem 3. Given a positive integer $N \geq 4$, the total number of binary near maximum nonlinear complexity sequences of period $N$, up to shift equivalence, is given by

$$
\mathcal{N}=\left\{\begin{array}{cc}
1, & N=4 \\
\varphi(N)-2, & N \text { is odd } \\
\varphi(N)+2 \varphi\left(\frac{N}{2}\right)-2, & N \text { is even }
\end{array}\right.
$$

where $\varphi(\cdot)$ is the Euler's totient function.

Proof. For the case $N=4$, the result follows from Proposition 1.
For a given odd integer $N>4$, by the recursive method in Theorem 1 , the binary near maximum nonlinear complexity sequences of period $N$ are determined by the choice of the integer $c$ and the elements $\alpha, \beta$ in $\mathbb{F}_{2}$. Specifically, for a fixed integer $c$ satisfying $\operatorname{gcd}(N, c)=1$ and $c \neq 2, N-2$, there are two binary near maximum nonlinear complexity sequences of period $N$ corresponding two different values of $\alpha$ and $\beta$. It then follows from Lemma 8 that there are, up to shift equivalence, in total $\varphi(N)-2$ binary near maximum nonlinear complexity sequences of period $N$.

For a given even integer $N>4$, by the recursive method in Theorem 2, there are two binary near maximum nonlinear complexity sequences of period $N$ corresponding two different values of $\alpha$ and $\beta$ for a fixed integer $c$ satisfying either $\operatorname{gcd}(N, c)=1$ or $c=2, N-2$ and four such sequences for those $c$ satisfying $\operatorname{gcd}(N, c)=2$ and $c \neq 2, N-2$. Since the number of $c$ with $\operatorname{gcd}(N, c)=2$ is $\varphi\left(\frac{N}{2}\right)$, it then follows from Lemma 7 that the total number of binary near maximum nonlinear complexity sequences of period $N$, up to shift equivalence, is $\varphi(N)+2+2\left[\varphi\left(\frac{N}{2}\right)-2\right]=\varphi(N)+2 \varphi\left(\frac{N}{2}\right)-2$.

Remark 2. We denote by nlin $(N, C)$ the number of binary sequences of period $N$ and nonlinear complexity $C$. In [17], only the value $\operatorname{nlin}(N, N-1)$ is obtained. Theorem 3 completely determines nlin $(N, N-2)$. It remains open to give $\operatorname{nlin}(N, N-i)$ for $i>2$.

Example 1. By exhaustive search, for integer $N$ with $4 \leq N \leq 18$, all binary sequences with period $N$ and nonlinear $N-2$, up to equivalence, and the number $\mathcal{N}$ of such sequences are given in Table 2. It demonstrates the theoretical results in Theorems 1 and 2.

To illustrate our recursive construction, we give the example for the case $N=14$. By Theorem 2, for $c=1,2,3,4,5,6,8,9,10,11,12,13$, taking $\alpha=0$ and $\beta=1$, or $\alpha=1$ and $\beta=0$, we obtain the binary sequences with period 14 and nonlinear complexity 12 . These sequences are exhibited in Table 1. It is readily seen that the sequences corresponding the integer care shift equivalent to those corresponding $14-c$. Moreover, by Theorem 3, the total number of the binary sequences with period 14 and nonlinear complexity 12 is $\varphi(14)+2 \varphi(7)-2=16$, which is in accordance with the numerical result for $N=14$ in Table 1.

Table 1: Binary sequences with period 14 and nonlinear complexity 12

| $c$ | $\alpha=0, \beta=1$ | $\alpha=1, \beta=0$ | c | $\alpha=0, \beta=1$ | $\alpha=1, \beta=0$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(0)^{12} 11$ | $(1)^{12} 00$ | 13 | $(0)^{12} 11$ | $(1)^{12} 00$ |
| 2 | $(01)^{6} 00$ | $(10)^{6} 11$ | 12 | $(01)^{6} 00$ | $(10)^{6} 11$ |
| 3 | $(001)^{4} 00$ | $(110)^{4} 11$ | 11 | $(001)^{4} 00$ | $(110)^{4} 11$ |
| 4 | $\begin{aligned} & (1110)^{3} 11 \\ & (1011)^{3} 10 \end{aligned}$ | $\begin{aligned} & (0001)^{3} 00 \\ & (0100)^{3} 01 \end{aligned}$ | 10 | $\begin{aligned} & (1110)^{3} 11 \\ & (1011)^{3} 10 \end{aligned}$ | $\begin{aligned} & (0001)^{3} 00 \\ & (0100)^{3} 01 \end{aligned}$ |
| 5 | $(00110)^{2} 0011$ | $(11001)^{2} 1100$ | 9 | $(00110)^{2} 0011$ | $(11001)^{2} 1100$ |
| 6 | $\begin{gathered} \left((1)^{5} 0\right)^{2} 11 \\ (101011)^{2} 10 \end{gathered}$ | $\begin{gathered} \left((0)^{5} 1\right)^{2} 00 \\ (010100)^{2} 01 \\ \hline \end{gathered}$ | 8 | $\begin{gathered} \left((1)^{5} 0\right)^{2} 11 \\ (101011)^{2} 10 \end{gathered}$ | $\begin{aligned} & \left((0)^{5} 1\right)^{2} 00 \\ & (010100)^{2} 01 \end{aligned}$ |

We will present some experimental results on the linear and $k$-error linear complexity of near maximum nonlinear complexity sequences. From the definition of the nonlinear complexity of a sequence $\mathbf{s}^{N}$, we know that the linear complexity, denoted by $L C\left(\mathbf{s}^{N}\right)$, is no less than its nonlinear complexity $C\left(\mathbf{s}^{N}\right)$. Therefore, all near maximum nonlinear complexity sequences have maximum or near maximum high linear complexity.

The $k$-error linear complexity of a periodic sequence $\mathbf{s}^{N}$, denoted by $L C_{k}\left(\mathbf{s}^{N}\right)$, is defined as the smallest linear complexity that can be obtained by changing $k$ or fewer bits of the sequence per period. A cryptographically strong sequence should have not only a large linear complexity, but also a large $k$-error linear complexity. This can insure that altering a few terms should not cause a significant decrease of the linear complexity. Given an integer $N$ with $4<N \leq 64$,

Table 2: Binary near maximum nonlinear complexity sequences of period $4 \leq N \leq 18$
$\left.\begin{array}{|l|c|c|}\hline N & \text { Sequences } & \mathcal{N} \\ \hline 4 & 0011 & 1 \\ \hline 5 & 00011,00111 & 2 \\ \hline 6 & 0000011,0010011,0011011,0011111 & 4 \\ \hline 7 & 00000011,00001001,00010101,01010111,01101111,00111111 & 4 \\ \hline 8 & 000000011,000110011,001100111,001111111 & 6 \\ \hline 9 & 0000000011,0000010001,0001000101,0001010101,0010010011 & 4 \\ \hline 10 & 00000000011,00001001001,00001100011,00100110011 & 10 \\ \hline 11 & 00110011011,0011100111,01101101111,0011111111 & 8 \\ \hline 12 & 000000000011,000000100001,000101010101 & 6 \\ \hline 13 & \begin{array}{l}010101010111,011110111111,001111111111 \\ 0000000000011,0000100001001,0000011000011,0010010010011,0001100110011\end{array} & 10 \\ \hline 14 & 0001100111,0011011011011,001110011111,0110111101111,0011111111111\end{array}\right]$
we calculate the $k$-error linear complexity of all binary near maximum nonlinear complexity sequences $\mathbf{s}^{N}$ for small $k, 1 \leq k \leq 3$. The numerical results show some regularity.
(i) For odd period $N, L C_{1}\left(\mathbf{s}^{N}\right)>\left\lfloor\frac{N}{2}\right\rfloor$ always holds, $L C_{2}\left(\mathbf{s}^{N}\right)>\left\lfloor\frac{N}{2}\right\rfloor$ holds except for two
sequences $\mathbf{s}^{N}=(0)^{N-2} 11$ and $\mathbf{s}^{N}=(1)^{N-2} 00$. Specially, if $N$ is odd prime, then $L C_{1}\left(\mathbf{s}^{N}\right)=$ $N-1$.
(ii) For even period $N>14, L C_{1}\left(\mathbf{s}^{N}\right)>\left\lfloor\frac{N}{2}\right\rfloor$ holds except for two sequences $\mathbf{s}^{N}=(01)^{\frac{N-2}{2}} 00$ and $\mathbf{s}^{N}=(10)^{\frac{N-2}{2}} 11$. Moveover, $L C_{2}\left(\mathbf{s}^{N}\right)>\left\lfloor\frac{N}{2}\right\rfloor$ holds for at least $\mathcal{N}-10$ sequences, where $\mathcal{N}$ denotes the number of all binary near maximum nonlinear complexity sequences with period $N$.

We also make some comparisons between near maximum nonlinear complexity sequences and maximum nonlinear complexity sequences. Let $N$ be the period. Some experimental results for $N$ with $4<N \leq 64$ are summarized in the following.

- All near maximum nonlinear complexity sequences of period $N$ have two possible linear complexities. i.e., $N-1$ and $N-2$ while all maximum nonlinear complexity sequences have linear complexity $N-1$.
- Let $N$ be odd. Then each near maximum nonlinear complexity sequence shares the same $k$-error linear complexity profile with some maximum nonlinear complexity sequence of the same period.
- Let $N$ be even. For any maximum nonlinear complexity sequence $\mathbf{s}^{N}$, we have $L C_{1}\left(\mathbf{s}^{N}\right)<$ $L C\left(\mathbf{s}^{N}\right)$. However, For some near maximum nonlinear complexity sequences we have $L C_{i}\left(\mathbf{s}^{N}\right)=L C\left(\mathbf{s}^{N}\right)$ for all $i \leq 3$.

To sum up, near maximum nonlinear complexity sequences have almost the same linear complexities with maximum nonlinear complexity sequences. In some cases, they have more stable $k$-error linear complexity profile.

## 5 Conclusion

In this paper, we proceed with the theoretical investigation of periodic sequences with near maximum nonlinear complexity. Our main contribution is the establishment of an efficient recursive method for creating all binary near maximum nonlinear complexity sequences. The main results can be easily generalized to the nonbinary case. For future work, it is interesting to investigate sequences with high nonlinear complexity and other randomness properties.

## Acknowledgements

The author would like to thank the anonymous referees for valuable comments and helpful suggestions. X. Zeng was supported by the National Natural Science Foundation of China (No.
61472120). C. Li was supported by European Union's Horizon 2020 research and innovation program under grant agreement No. H2020-MSCA-ITN-2014-643161 ECRYPT-NET.

## Appendix A

Proof of Lemma 3. We only give a proof for (i). The result in (ii) can be proved similarly, so we skip it here. Since $u q-v n=1$ implies $u q \equiv 1(\bmod n)$, we have

$$
\begin{aligned}
H_{2}(n, q) & =\{(q-2+t q) \bmod n \mid t=0,1, \cdots, u-1\} \\
& =\{(q-2+(t-u) q) \bmod n \mid t=u, u+1, \cdots, 2 u-1\} \\
& =\{(q-3+t q) \bmod n \mid t=u, u+1, \cdots, 2 u-1\},
\end{aligned}
$$

and

$$
\begin{aligned}
H_{1}(n, q) & =\{(q-1+t q) \bmod n \mid t=0,1, \cdots, n-2 u-1\} \\
& =\{(q-1+(t-2 u) q) \bmod n \mid t=2 u, 2 u+1, \cdots, n-1\} \\
& =\{(q-3+t q) \bmod n \mid t=2 u, 2 u+1, \cdots, n-1\} .
\end{aligned}
$$

Then it follows from the condition $\operatorname{gcd}(n, q)=1$ that $H_{i}(n, q) \cap H_{j}(n, q)=\varnothing$ for $i, j=1,2,3$ and $i \neq j$, and

$$
\bigcup_{i=1}^{3} H_{i}(n, q)=\{(q-3+t q) \bmod n \mid t=0,1, \cdots, n-1\}=\mathbb{Z}_{n} .
$$

Moreover, again by $u q \equiv 1(\bmod n)$ we obtain $n-1 \equiv u q-2 \equiv q-2+(u-1) q(\bmod n)$, $n-2 \equiv u q-3 \equiv q-3+(u-1) q(\bmod n)$ and $n-3 \equiv n q-2 u q-1 \equiv q-1+(n-2 u-1) q(\bmod n)$, and so we have $n-1 \in H_{2}(n, q), n-2 \in H_{3}(n, q)$ and $n-3 \in H_{1}(n, q)$.

Proof of Lemma 4. Since $u \in \mathbb{Z}_{\frac{n}{2}}$ satisfies $u \cdot \frac{q}{2} \equiv 1\left(\bmod \frac{n}{2}\right)$, it follows that $u q \equiv 2(\bmod n)$. Then we have

$$
\begin{aligned}
D_{1}(n, q) & =\left\{(q-1+t q) \bmod n \mid t=0,1, \cdots, \frac{n}{2}-u-1\right\} \\
& =\left\{(q-1+(t-u) q) \bmod n \mid t=u, u+1, \cdots, \frac{n}{2}-1\right\} \\
& =\left\{(q-3+t q) \bmod n \mid t=u, u+1, \cdots, \frac{n}{2}-1\right\} .
\end{aligned}
$$

Then it follows from the condition $\operatorname{gcd}\left(\frac{n}{2}, \frac{q}{2}\right)=1$ that $D_{1}(n, q) \cap D_{3}(n, q)=\varnothing$ and

$$
\begin{aligned}
D_{1}(n, q) \cup D_{3}(n, q) & =\left\{(q-3+t q) \bmod n \mid t=0,1, \cdots, \frac{n}{2}-1\right\} \\
& =\left\{\left.\left(2 \cdot\left(\frac{q-4}{2}+t \cdot \frac{q}{2}\right) \bmod \frac{n}{2}\right)+1 \right\rvert\, t=0,1, \cdots, \frac{n}{2}-1\right\} \\
& =\{1,3,5, \cdots, n-1\} .
\end{aligned}
$$

In addition,

$$
\begin{aligned}
D_{2}(n, q) & =\left\{(q-2+t q) \bmod n \mid t=0,1, \cdots, \frac{n}{2}-1\right\} \\
& =\left\{\left.2 \cdot\left(\frac{q}{2}-1+t \cdot \frac{q}{2}\right) \bmod \frac{n}{2} \right\rvert\, t=0,1, \cdots, \frac{n}{2}-1\right\} \\
& =\{0,2,4, \cdots, n-2\} .
\end{aligned}
$$

It is easily seen that $D_{i}(n, q) \cap D_{j}(n, q)=\varnothing$ for $i, j \in\{1,2,3\}$ and $i \neq j$, and $\bigcup_{i=1}^{3} D_{i}(n, q)=\mathbb{Z}_{n}$. Furthermore, since $u q \equiv 2(\bmod n)$ we obtain $n-1 \equiv-3+u q \equiv q-3+\stackrel{i=1}{(u-1)} q(\bmod n)$, $n-2 \equiv \frac{q}{2} \cdot n-2 \equiv q-2+\left(\frac{n}{2}-1\right) q(\bmod n)$ and $n-3 \equiv \frac{q}{2} \cdot n-u q-1 \equiv q-1+\left(\frac{n}{2}-u-1\right) q(\bmod n)$, and so we have $n-1 \in D_{3}(n, q), n-2 \in D_{2}(n, q)$ and $n-3 \in D_{1}(n, q)$.

Proof of Lemma 5. (i) Substituting $N=m p+r$ in $a p-b N=1$ yields $a p-b(m p+r)=1$, and so $(p-b) r-(r-a+b m) p=1$. Since $0<a<\frac{N}{2}$, it follows that $0<b N=a p-1<\frac{N p}{2}$, and thus $0<b<\frac{p}{2}$. In addition, $0<\frac{p r}{2}<(p-b) r-1<p r$, and so $0<r-a+b m<r$. That is to say, $u=p-b>\frac{p}{2}$ and $v=r-a+b m$.

By the definition of the set $H_{1}(N, p)$, any element $x \in H_{1}(N, p)$ can be expressed uniquely as $x=p-1+t_{x} p-j_{x} N$, where $0 \leq t_{x} \leq N-2 a-1$ and $0 \leq j_{x}=\left\lfloor\frac{t_{x} p+p-1}{N}\right\rfloor \leq\left\lfloor\frac{p-1+(N-2 a-1) p}{N}\right\rfloor=$ $\left\lfloor\frac{(p-2 b) N-3}{N}\right\rfloor \leq p-2 b-1$. As $t_{x}$ runs through all nonnegtive integers $\leq N-2 a-1$, then $j_{x}$ runs through all nonnegtive integers $\leq p-2 b-1$. Furthermore,

$$
\begin{aligned}
x & =p-1+t_{x} p-j_{x}(m p+r) \\
& \equiv\left(-1-j_{x} r\right)(\bmod p) \\
& \equiv\left(r-1-2(p-b) r+\left(p-2 b-1-j_{x}\right) r\right)(\bmod p) \\
& \equiv\left(r-3+\left(p-2 b-1-j_{x}\right) r\right)(\bmod p) .
\end{aligned}
$$

This implies,

$$
\begin{equation*}
H_{1}(N, p) \bmod p \subseteq I_{3}(p, r) \tag{10}
\end{equation*}
$$

due to $0 \leq p-2 b-1-j_{x} \leq p-2 b-1$. We next prove that $\left|H_{1}(N, p) \bmod p\right|=\left|I_{3}(p, r)\right|$. For any two elements $x, y \in H_{1}(N, p)$ with the expressions as $x=p-1+t_{x} p-j_{x} N$ and $y=p-1+t_{y} p-j_{y} N$, where $0 \leq t_{x}, t_{y} \leq N-2 a-1$ and $0 \leq j_{x}, j_{y} \leq p-2 b-1$, one has $x-y=\left(t_{x}-t_{y}\right) p-\left(j_{x}-j_{y}\right) N \equiv\left(j_{y}-j_{x}\right) r(\bmod p)$, which implies $x \equiv y(\bmod p)$ if and only if $j_{y}=j_{x}$. Therefore

$$
\left|H_{1}(N, p) \bmod p\right|=\left|\left\{j_{x} \mid x \in H_{1}(N, p)\right\}\right|=p-2 b=\left|I_{3}(p, r)\right| .
$$

Together with (10) we get the desired result. The statements $H_{2}(N, p) \bmod p=I_{1}(p, r)$ and $H_{3}(N, p) \bmod p=I_{2}(p, r)$ can be proved in a similar way. Hence we skip the proof here.
(ii) The assertion in (ii) can be proved by the same approach used in the proof of (i). So we omit the proof here as well.
Proof of Lemma 6. Since $e \cdot \frac{p}{2}-f \cdot \frac{N}{2}=1$ and $N=m p+r$, it follows that $e \cdot \frac{p}{2}-f \cdot \frac{m p+r}{2}=1$, and so $\left(\frac{p}{2}-f\right) \frac{r}{2}-\left(f m-e+\frac{r}{2}\right) \cdot \frac{p}{2}=1$. It is easily verify that $\frac{p}{2}-f \in \mathbb{Z}_{\frac{p}{2}}$ and $f m-e+\frac{r}{2} \in \mathbb{Z}_{\frac{r}{2}}$, so that $u=\frac{p}{2}-f$ and $v=f m-e+\frac{r}{2}$, and hence $D_{1}(p, r)=\{(r-1+t r) \bmod p \mid t=0,1, \cdots, f-1\}$, $D_{2}(p, r)=\left\{(r-2+t r) \bmod p \mid t=0,1, \cdots, \frac{p}{2}-1\right\}, D_{3}(p, r)=\{(r-3+t r) \bmod p \mid t=$ $\left.0,1, \cdots, \frac{p}{2}-f-1\right\}$. Since any integer $x \in D_{2}(N, p)$ can be expressed as $x=p-2+t_{x} p-j_{x} N$, where $0 \leq t_{x} \leq \frac{N}{2}-1$ and $0 \leq j_{x}=\left\lfloor\frac{t_{x} p+p-2}{N}\right\rfloor \leq \frac{p}{2}-1$. we obtain

$$
\begin{aligned}
x & =p-2+t_{x} p-j_{x}(m p+r) \\
& \equiv\left(-2-j_{x} r\right)(\bmod p) \\
& \equiv\left(-2-\frac{p r}{2}+r-r+\frac{p r}{2}-j_{x} r\right)(\bmod p) \\
& \equiv\left(r-2+\left(\frac{p}{2}-1-j_{x}\right) r\right)(\bmod p) .
\end{aligned}
$$

This implies $D_{2}(N, p) \bmod p \subseteq D_{2}(p, r)$ because of $0 \leq \frac{p}{2}-1-j_{x} \leq \frac{p}{2}-1$. By using arguments analogous to those in the proof of Lemma 5 (i), one may show that $\left|D_{2}(N, p) \bmod p\right|=\left|D_{2}(p, r)\right|$. Therefore, $D_{2}(N, p) \bmod p=D_{2}(p, r)$. Similarly, the statements $D_{1}(N, p) \bmod p=D_{3}(p, r)$ and $D_{3}(N, p) \bmod p=D_{1}(p, r)$ can be proved.
Proof of Lemma 7. Since $\mathbf{s}^{N}$ is a binary sequence with period $N>4$ and nonlinear complexity $N-2$, we may assume without loss of generality that there exists an positive integer $c<\frac{N}{2}$ such that

$$
\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}, \quad s_{N-3} \neq s_{N+c-3} \text { and } s_{N-1} \neq s_{N+c-1}
$$

We suppose that there exists another pair of $(N-3)$-tuples in $\mathbf{s}^{N}$ that are identical, say,

$$
\mathbf{s}_{d}^{d+N-4}=\mathbf{s}_{d+e}^{d+e+N-4} \text { with } 0 \leq d<d+e \leq N-1 \text { and }(d, e) \neq(0, c) .
$$

If $d=0$, then we have $e \neq c$ and $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}=\mathbf{s}_{e}^{N+e-4}$. Since $\mathbf{s}^{N}$ is a binary sequence, there must be two among the above three ( $N-3$ )-tuples with the same successor. Thus there exist two identical ( $N-2$ )-tuples in $\mathbf{s}^{N}$, which means $C\left(\mathbf{s}^{N}\right)>N-2$, a contradiction. Now we suppose $d \neq 0$ and divide the proof into three cases according to the size of $e$.

Case 1: $e=1$. It follows from $\mathbf{s}_{d}^{d+N-4}=\mathbf{s}_{d+e}^{d+e+N-4}$ that $s_{d}=s_{d+1}=\cdots=s_{d+N-3}$. By using the same argument as in the proof of Lemma 2 , we get $s_{d+N-3} \neq s_{d+N-2}$ and $s_{d+N-1} \neq$ $s_{d+N+1}=s_{d+1}$. Since $\mathbf{s}^{N}$ is binary, we have $s_{d}=s_{d+1}=\cdots=s_{d+N-3} \neq s_{d+N-2}=s_{d+N-1}$. If $d=1$, it follows from $s_{0}=s_{c}$ that $c=N-1$, and hence $s_{1}=s_{N}=s_{0}$, a contradiction. If $d=2$, it follows from $s_{0}=s_{c}$ that $c=1$, and hence $s_{1}=s_{2}$, again a contradiction. If $d \geq 3$, then $s_{0}=s_{1}=\cdots=s_{d-3} \neq s_{d-2}=s_{d-1} \neq s_{d}=s_{d+1}=\cdots=s_{N-1}$. When $c=1$, since
$0 \leq d-3<N-4$, it follows that $s_{d-3}=s_{d-2}$, an obvious contradiction. When $c>1$, since $0<d-2 \leq N-4$, it follows that $s_{d-2}=s_{d+c-2}$, and hence $d+c-2=d-1$ or $N+d-1$, which is impossible.

Case 2: $e=2$. For odd $N$, we have

$$
s_{d}=s_{d+2}=\cdots=s_{d+N-3}, s_{d+1}=s_{d+3}=\cdots=s_{d+N-2}
$$

This implies that $\mathbf{s}^{N}$ is shift equivalent to $\left((\alpha \beta)^{\frac{N-1}{2}} \alpha\right)$ or $\left((\alpha \beta)^{\frac{N-1}{2}} \beta\right)$ where $\alpha, \beta \in \mathbb{F}_{2}$ and $\alpha \neq \beta$. It follows that $C\left(\mathbf{s}^{N}\right)>N-2$, a contradiction.

For even $N$, we have

$$
s_{d}=s_{d+2}=\cdots=s_{d+N-2}, s_{d+1}=s_{d+3}=\cdots=s_{d+N-3}
$$

It follows that $s_{d+N-3} \neq s_{d+N-2}$, since otherwise $\mathbf{s}^{N}$ is shift equivalent to $\left((\alpha)^{N-1} \beta\right)$, which is impossible. Further, we have

$$
s_{d+N-2}=s_{d+N-1}
$$

Otherwise, $s_{d+N-1}=s_{d+N-3}$ since $\mathbf{s}^{N}$ is binary. This implies that $\mathbf{s}^{N}$ is shift equivalent to $\left((\alpha \beta)^{\frac{N}{2}}\right)$, which is of period 2 , a contradiction.

Since $0 \leq d-1 \leq N-4$, it follows from $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$ that $s_{d+N-1}=s_{d-1}=s_{d+c-1}$. Then we get $c$ is odd due to that $d \leq d+c-1<d+N-1$. On the other hand, we get from $s_{0}=s_{c}$ that $c$ is even except for the only case that $d$ is even and $c=d-1$. Consider $s_{2}$ and $s_{c+2}$. We have $s_{2}=s_{d}$ since $d$ is even and $s_{c+2}=s_{d+1}$ due to $c=d-1$. This yields that $s_{2} \neq s_{c+2}$ since $s_{d} \neq s_{d+1}$. Note that $N$ is even hence $N \geq 6$. Then $s_{2}=s_{c+2}$ due to $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$. Thus, we arrive at a contradiction.

Case 3: $e \geq 3$. Then we have $d+e \leq N-1<N+d+e-4$, and since $\mathbf{s}_{d}^{N+d-4}=\mathbf{s}_{d+e}^{N+d+e-4}$, we get

$$
s_{N-1}=s_{N-e-1}
$$

We also have $0 \leq N-e-1 \leq N-4$ in this case, and from $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$ we get then

$$
s_{N-e-1}=s_{N+c-e-1}
$$

When $e+d-c \geq 3$, we have $d<N+c-e-1 \leq N+d-4$. It follows from $\mathbf{s}_{d}^{N+d-4}=\mathbf{s}_{d+e}^{N+d+e-4}$ that

$$
s_{N+c-e-1}=s_{N+c-1} .
$$

When $e+d-c<0$, we have $d \leq c-e-1<N+d-4$. Then with $\mathbf{s}_{d}^{N+d-4}=\mathbf{s}_{d+e}^{N+d+e-4}$ and the periodicity of the sequence we get

$$
s_{N+c-e-1}=s_{c-e-1}=s_{c-1}=s_{N+c-1} .
$$

Altogether, we have $s_{N-1}=s_{N+c-1}$ whenever $e+d-c \geq 3$ or $e+d-c<0$, which is a contradiction. When $e+d-c=0$, we obtain $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}=\mathbf{s}_{d}^{N+d-4}$, which will lead to a contradiction by the same argument as in the case $d=0$.

In the remaining case we have $e+d-c=1$ or 2 . Since $e \geq 3$ and $c<\frac{N}{2}$, we have $e+d \leq N-3$ except for two cases where $N=7, c=3$ and $N=6, c=2$. It is easily checked that there is only a pair of identical $(N-3)$-tuples in $\mathbf{s}^{7}(3)$ and $\mathbf{s}^{6}(2)$, so that we can assume $e+d \leq N-3$. Then we get from $\mathbf{s}_{d}^{N+d-4}=\mathbf{s}_{d+e}^{N+d+e-4}$ that

$$
s_{N-3}=s_{N-e-3}
$$

Moreover, we have $0 \leq N-e-3<N-4$ and $d \leq N+c-e-3 \leq d+N-4$, it follows from $\mathbf{s}_{0}^{N-4}=\mathbf{s}_{c}^{N+c-4}$ and $\mathbf{s}_{d}^{N+d-4}=\mathbf{s}_{d+e}^{N+d+e-4}$ that

$$
s_{N-e-3}=s_{N+c-e-3} \text { and } s_{N+c-e-3}=s_{N+c-3}
$$

Therefore, we obtain $s_{N-3}=s_{N+c-3}$, a contradiction.
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