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ABSTRACT
Since the General Data Protection Regulation (GDPR) entered into
force, every actor involved in the processing of personal data must
comply with Data Protection by Design (DPbD). Doing so requires
assessing the risks to data subjects’ rights and freedoms and imple-
menting appropriate countermeasures. While legal experts tradi-
tionally applyData Protection Impact Assessments (DPIA), software
engineers rely on threat modeling for their assessment.

Despite significant differences, both approaches nonetheless re-
volve around (i) a description of the system and (ii) the identification,
assessment and mitigation of specific risks. In practice, however,
DPIAs and threat modeling are usually performed in complete iso-
lation, following their own, unharmonized lexicon and abstractions.
Such as disconnect lowers the quality of the assessment and of the
conceptual and architectural trade-offs

In this paper, we present (i) an overview of the legal and architec-
tural modeling requirements and (ii) incentives and recommenda-
tions for aligning both modeling paradigms in order to support data
protection by design from both a legal and a technical perspective.

CCS CONCEPTS
• Social andprofessional topics→Governmental regulations;
• Software and its engineering → Architecture description
languages; System modeling languages; • Security and pri-
vacy → Security requirements; Software security engineering;
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1 INTRODUCTION
Since the General Data Protection Regulation (GDPR) [17] entered
into force, controllers are under the obligation to implement appro-
priate technical and organizational measures to ensure and demon-
strate that personal data processing operations are performed in
accordance with the Regulation [17, Art. 24(1)]. The GDPR adds
that those measures should be implemented ’both at the time of
the determination of the means for processing and at the time of
the processing itself’ [17, Article 25(1)] (Data Protection by De-
sign (DPbD)). In other words, the GDPR allows controllers to tailor
the extent of their compliance duty to the actual risks posed by
their processing activities. This ‘risk-based’ approach calls for an
assessment of these risks and the adoption of mitigation strate-
gies matching their potential level of harm for data subjects’ rights
and freedoms [19]. In addition, controllers must pro-actively em-
bed those countermeasures into the architecture of their software
systems and throughout the entire data processing life cycle.

While legal experts traditionally rely on Data Protection Impact
Assessments (DPIA) [7] to do so, software engineers apply security
and privacy threat modeling for their assessments. As a result, the
representations of the system that serve as a starting point for both
risk assessments differ significantly depending on the legal or tech-
nical focus of the exercise. Legal experts, on the one hand, describe
the system using data protection-specific abstractions in order to
streamline the evaluation of the proportionality and necessity of
the processing activities. Software engineers, on the other, model
the system as one or several views [23] of the technical architecture
to analyze and address, amongst others, security and privacy risks
by applying threat modeling [15, 20, 27, 28, 32]. Such a disconnect
is a major stumbling block to interdisciplinary collaboration and
impacts the overall quality of the compliance exercise.

In this paper, we explore and evaluate existingmodeling paradigms
for DPbD. Section 2 first outlines the requirements. Section 3 then
provides a critical overview of the state-of-the-art in light of these
requirements. Finally, Section 4 concludes the paper.

2 REQUIREMENTS
We define a set of requirements for system descriptions from two
complementary perspectives: legal and architectural.

These requirements allow the assessment of (i) the expressivity of
the system descriptions in terms of key concepts, and (ii) the degree
to which the descriptions support the enforcements of relevant
constraints; for example, for ensuring soundness, completeness,
model quality.
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2.1 Legal Description Requirements
Legal experts usually rely on DPIA. While the GDPR [17, Art. 35]
only obliges controllers to conduct a DPIA for processing activities
that are likely to result in a high risk to data subjects’ rights and
freedoms, such an approach also lays the groundwork for DPbD, an
obligation which is (i) mandatory for every controller and (ii) based
on a similar reasoning.

When it comes to the system representation, the GDPR [17,
Art. 35(7)a] calls for a ‘systematic description of the envisaged pro-
cessing operations and the purposes of the processing’, but provides
little details about the way the system should actually be repre-
sented in practice. The Article 29Working Party (WP29) has pub-
lished guidelines related to the execution and documentation of
a DPIA [7]. More specifically, they list a series of criteria which
controllers can use to assess the quality of a DPIA [7, Annex 2].
With regard to the above-mentioned ‘systematic description’, the
WP29 specifies the elements that must be documented. In this pa-
per, we only consider the requirements whose nature allows the
representation within a system model. We excerpted the following
legal concepts from the aforementioned guidelines:

Personal Data any information relating to an identified or iden-
tifiable natural person. [17, Art. 4(1)][7, Annex 2(1a, 1b, 2a)],

Data Subject the natural person whose data is being processed
[17, Art. 4(1)][7, Annex 2(1a)]

Processing any operation performed on personal data [17, Art.
4(2)] [7, Annex 2(1a, 1d)]

Purpose the intent of the processing [17, Art. 5(1)b][7, Annex
2(1a, 2a)]

Lawful Ground the legal basis on which the processing is per-
formed [17, Art. 5(1)a and 6][7, Annex 2(2a)]

Controller the natural or legal person which determines the
purposes and means of the processing [17, Art. 4(7)][7, Annex
2(1a)]

Processor the natural or legal person which processes the per-
sonal data on behalf of the controller [17, Art. 4(8)][7, Annex 2(1a)]

Third Party the natural or legal person other than the data
subject, controller, processor and persons who, under the direct
authority of the controller or processor, are authorised to process
personal data [17, Art. 4(10)][7, Annex 2(1a)]

Recipient the natural or legal person to which the personal
data are disclosed [17, Art. 4(9)][7, Annex 2(1b)]

Representative the natural or legal person established in the
Union who represents the controller or processor not established
in the EU [17, Art. 4(17)][7, Annex 2(1a)]

Storage Period predefined period to store personal data after
which it needs to be removed [17, Art. 5(1)e][7, Annex 2(1b, 2a)]

Assets Involved organizational and material infrastructure [7,
Annex 2(1d)]

2.2 Architectural Description Requirements
Threat modeling is a well-known technique to elicit (security or
privacy) threats in software systems. Examples of such methodolo-
gies are STRIDE for eliciting security threats [20, 27] and LIND-
DUN [15, 32] for eliciting privacy threats. Both methods start from
a Data Flow Diagram-based (DFD) abstraction of the system to
systematically elicit applicable security and privacy threats.

However, other representations could also be used. For this,
Shostack [27] lists the following concepts that have to be included
in a diagram for security threat modeling (based onHoward and Lip-
ner [21]): events that drive the system, processes that are driven,
responses each process generates and sends, data sources for
each request and response, and recipients of each response.

Analysis of the data processed by the system is essential for
threat elicitation, more so in the context of privacy than security.
As such, we extend this list with an explicit notion of data. A final
concept to be evaluated, which is relevant both from the legal and
the software engineering perspective, is tool support for modeling.

2.3 Misalignment between the Requirements
This section briefly discusses the misalignment between the above
two categories of requirements.

Data/Action Legal requirements focus exclusively on the pro-
cessing of personal data while architectural requirements encom-
pass all types of data, processing, and communications between
the software elements.

Rationale Legal requirements include rationale-related con-
cepts such as lawful grounds and purpose, something which is not
supported by architectural requirements.

Actors The architectural requirements use broad concepts (e.g.,
sources or recipients) to model entities, including only entities that
directly interact with the software system. Legal requirements, on
the contrary, rely on specific categories of actors that are defined in
the GDPR (e.g., controller, processor), which significantly impacts
the allocation of responsibilities, and include actors that do not
directly interact with the system (e.g., third parties).

Risk Because both approaches rely on their own concepts for
risk assessment, misalignment of these concepts also leads to dif-
ferent approaches to risk assessment. The legal assessment is very
broad, considering all risks to the data subjects’ rights and freedoms,
while the architectural assessment focuses exclusively on technical
security and privacy risks.

Rather than creating a complex mapping between the legal and
architectural requirements, we evaluate the support for them side-
by-side. This makes the comparison easier and enables assessing
the support from both perspectives separately.

3 STATE OF THE ART
In this section, we present overview of the modeling techniques
and their support for describing the legal and architectural concepts
listed above. For the evaluation, we apply the following scale:

0 not supported: The concept is not supported, or only par-
tially because of the misalignment (Section 2.3).

1 limited, ad-hoc support: Only possible by (ab)using the sup-
port such as a free-format text with custom conventions.

2 supported: Possible in the model, but without explicit sup-
port for soundness checks, etc.

3 full support: Possible in the model including support for con-
straints, soundness checks, element relations, etc.

3.1 Architectural Approaches
Themost common system description used in the context of security
and privacy threat modeling are Data Flow Diagrams (DFDs) [14,
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Table 1: Evaluation of existing modeling approaches w.r.t. legal and security/privacy architecture DPbD requirements.
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Legend: : no support, : limited, ad-hoc support, : supported, : full support including constraints, soundness checks, relations with other elements.
∗ Legal concept requirements originate from the Article 29Working Party requirements for a DPIA [7, Annex 2]
† Architectural concept requirements originate from Shostack’s requirements for threat modeling diagrams [27]

15, 20, 27, 32]. Both STRIDE [20, 27], for security threats, and LIND-
DUN [15, 32], for privacy threats, rely on this type of system de-
scription. Its simplicity (a DFD consists of only 5 element types) al-
lows collaboration among stakeholders with different backgrounds
(e.g., technical, business, legal, etc.). The Microsoft threat model-
ing tool [13] provides tool support for this activity and includes
a number of soundness checks. As Table 1 shows, the DFD-based
approaches provide little support for describing the necessary legal
concepts. The type of support in these diagrams remains limited to
the inclusion of only those recipients, third parties, or data subjects
that actually directly interact with the system as a source or re-
cipient. Furthermore, such a mapping remains implicit or requires
some ad-hoc annotations on the elements. The same observation
holds for processes (the technical realization) which do not cover
the full scope of the legal concept processing.

The basic DFDs used in threat modeling approaches do not docu-
ment the data in the system either. It is only documented implicitly
via the flows. Data dictionaries [14] do separately document the
involved data types. Although introduced together with the DFD,
it is not used in the context of threat modeling.

Antignac et al. [6] have extended the DFD modeling notation
to include data protection specific concepts. They include several
legal concepts (such as purpose, personal data, and storage period),
but do not support lawful grounds, representatives, and assets.

Oliver [25] extends DFDs with an ontological approach to ex-
plicitly support a number of legal concepts. It does lack support for
lawful grounds and does not have (publicly available) tool support.

Ahmadian et al. [2, 4] propose a UML extension for privacy that
includes stereotypes for sensitiveData, granularity, objectives and
ABAC (attribute based access control) and privacy preferences pur-
pose, visibility, granularity, and retention. Tool support is available
with the integration in the CARiSMA [3] tool.

Petrinets can also be used to model and analyze privacy by
design [16, 26]. They can be used to model the business flows
and algorithms within processes, similar to an activity diagram.
They can, at least in theory, also be used to model the system as a
whole. Given their limited building blocks (i.e. states and transitions

of a process, connected by arcs), there is no formal definition or
possibility to make certain concepts mandatory in the system.

Fotiou et al. [18] propose the use of ICN architectures as input for
a privacy analysis. An ICN network consists of data owners (which
are in control of the data, and hence map to ‘controller’), consumers
(which correspond with ‘recipients’), storage nodes (which corre-
spond with ‘data sources’), resolvers (which correspond with ‘pro-
cesses’), and two information containers: data flows and data pools.

3.2 Modeling Paradigm used in DPIAs
A DPIA always starts with an extensive description of all the per-
sonal data processing activities, as well as the identification and
qualification of the actors involved. It is usually followed by: (i) the
identification and documentation of data protection threats, (ii) the
implementation of appropriate technical and organizational mea-
sures, (iii) the documentation of the process to ensure controller
accountability, and (iv) a periodic monitoring and review phase.

Most of the time, the said description is performed by docu-
menting the required legal concepts listed in Section 2.1. Guid-
ance from national supervisory authorities is, however, limited to
high-level advices, non-binding table templates, and knowledge
bases [1, 8, 9, 11, 22, 29]. As a result, this exercise is usually per-
formed manually, which requires tremendous efforts, can lead to
human errors, and is highly sensitive to changes in the system.
Only CNIL provides a tool to aid the documentation and assessment
phase [12]. Given its legal focus, such an assessment also overlooks
the technical aspects that are traditionally addressed in threat mod-
eling but are nonetheless relevant to ensure compliance with data
protection rules such as, for example, security obligations. Given
the misalignment of requirements (as highlighted in Section 2.3),
architectural concepts are only partially covered (evaluated as ‘0’
in Table 1). For example, a legal recipient is someone external to
the system who receives personal data, while the recipient concept
from an architectural point corresponds with the receiving side of
each interaction between two system components.
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4 CONCLUSION
In this paper, we gathered an overview of the requirements imposed
by the GDPR [17] and as laid out by theWP29 [7, Annex 2]. We have
complemented these legal requirements with security and privacy
architecture requirements derived from threat modeling best prac-
tices. Using this set of requirements, we assessed to which degree
existing approaches support the necessary modeling abstractions
for performing a comprehensive risk assessment.

We observe a clear dichotomy between architectural and legal
approaches for data protection by design. They show inherently
different aims targeting either legal or architectural description
support. None of the approaches, however, provide support for a
comprehensive description in both legal and architectural concepts.
There are, however, strong incentives to integrate both views.

First, implementing the measures mandated by the GDPR [17,
Art. 24(1) and 25(1)] often requires a technical insight into the
system. This is notably the case for the obligation to guarantee
the security of processing operations, an assessment which lies
at the heart of threat modeling but is insufficiently supported in
traditional DPIA methodologies [17, Art. 5(1)f and 32]. Similarly,
an in-depth representation of all the data flows in a software system
facilitates the identification of processing operations that might
be overlooked by legal experts and highlights, for example, the
need to specify a lawful ground [17, Art. 5(1)a and 6] or perform a
compatibility assessment [17, Art. 5(1)b].

Second, it would drastically simplify the compliance exercise by
matching architectural abstractions with their legal counterpart.
Modeling, for example, a controller or a processor rather than an
external entity already hints at the allocation of (i) responsibility
for compliance, (ii) accountability for the measures implemented,
and (iii) liability in case of non-compliance. Similarly, enriching
representations with GDPR-specific concepts such as purpose and
lawful ground would allow for the early identification and miti-
gation of data protection concerns such as compliance with the
lawfulness [17, Art. 5(1)a and 6], purpose limitation [17, Art. 5(1)b],
and data minimization [17, Art. 5(1)c].

Finally, aligning both modeling paradigms would ensure the
consistency and validity of the countermeasures over time, since
changes brought to the system representationwill impact and orient
the continuous compliance effort. Modeling an additional processor
will, for instance, raise the need to draft a contract in accordance [17,
Art. 28]. Not only will this strengthen the relevance of the technical
and organizational trade-offs made during the design stage, but it
will also pave the way for the automation of some of the require-
ments stemming from the GDPR on the basis of an accurate, up-to
date representation of the system.
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