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#### Abstract

In this paper, we study properties of functions and sequences with a semi-heavy tail, that is, functions and sequences of the form $w(x)=\mathrm{e}^{-\beta x} f(x), \beta>0$, resp., $w_{n}=c^{n} f_{n}, 0<c<1$, where the function $f(x)$, resp., the sequence $\left(f_{n}\right)$, is regularly varying. Among others, we give a representation theorem and study convolution properties. The paper includes several examples and applications in probability theory.
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## 1 Introduction

Throughout the paper we use either discrete random variables (r.vs) $X$ or continuous r.vs $X$ that have a density. In the discrete case, we assume that $X$ has a probability mass function (p.m.f.) $w_{n}=\mathbf{P}(X=n), n \geqslant 0$. In the continuous case, we assume that $X$ has a distribution function (d.f.) $F(x)$ and a probability density function (p.d.f.) $f(x)$. In any case the distribution function (d.f.) is given by $F(x)=\mathbf{P}(X \leqslant x)$, and the tail distribution is given by $\bar{F}(x)=1-F(x)$.

The d.f. is called heavy tailed if for all $\lambda>0, \bar{F}(x)$ satisfies $\lim _{x \rightarrow \infty} \mathrm{e}^{\lambda x} \bar{F}(x)=\infty$. The d.f. has a longtailed distribution if $\bar{F}$ satisfies

$$
\lim _{x \rightarrow \infty} \frac{\bar{F}(x+y)}{\bar{F}(x)}=1 \quad \forall y \in \Re
$$

The d.f. has a fat tail if $\bar{F}$ is of the form $\bar{F}(x)=h(x)$, where $h(x)$ is regularly varying with index $\alpha<0$. The r.v. $X$ has a fat density if $f(x)=h(x)$, where $h$ is regularly varying. Recall that a positive measurable function $h$ is regularly varying with (real) index $\alpha$ if

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{h(x y)}{h(x)}=y^{\alpha}, \quad y>0 \tag{1.1}
\end{equation*}
$$

Notation: $h \in \operatorname{RV}(\alpha)$. For the basic properties of the class $\operatorname{RV}(\alpha)$, we refer to Bingham et al. [4] or Geluk and de Haan [10]. It can be proved that if $h \in \operatorname{RV}(\alpha)$, then (1.1) holds locally uniformly in $y>0$. Then it follows
that $h \in \mathrm{~L}$, where L is the class of positive measurable functions $h$ for which

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{h(x+y)}{h(x)}=1 \quad \forall y \in \Re . \tag{1.2}
\end{equation*}
$$

Note that $h(x) \in \mathrm{L}$ iff $h(\log x) \in \mathrm{RV}(0)$. It can be proved that if $h \in \operatorname{RV}(\alpha)$, then

$$
\begin{equation*}
\forall \beta>0, \quad \lim _{x \rightarrow \infty} x^{\beta-\alpha} h(x)=\infty \quad \text { and } \quad \lim _{x \rightarrow \infty} x^{-\beta-\alpha} h(x)=0 . \tag{1.3}
\end{equation*}
$$

We say that a sequence $\left(z_{n}\right)$ is regularly varying with index $\alpha$ if $z_{n}>0$ for $n$ large and if it satisfies $z_{[x y]} / z_{[x]} \rightarrow y^{\alpha}, y>0$. Notation: $\left(z_{n}\right) \in \operatorname{RS}(\alpha)$. If $\left(z_{n}\right) \in \operatorname{RS}(\alpha)$, then it follows that $\left(z_{n}\right)$ is in the class LS where LS is the class of sequences with $z_{n}>0$ for $n$ large and $z_{n+1} / z_{n} \rightarrow 1$. Notation: $\left(z_{n}\right) \in$ LS.

If $X$ has a fat tail, then $\bar{F} \in \operatorname{RV}(-\alpha)$ with $\alpha>0$, and then we have

$$
\forall \delta>0, \quad \lim _{x \rightarrow \infty} x^{\alpha-\delta} \bar{F}(x)=0 \quad \text { and } \quad \lim _{x \rightarrow \infty} x^{\alpha+\delta} \bar{F}(x)=\infty .
$$

If the distribution of $X$ is long-tailed, then we have $\bar{F} \in \mathrm{~L}$ or equivalently $\bar{F}(\log x) \in \operatorname{RV}(0)$. In this case, it follows that, for all $\delta>0, \lim _{x \rightarrow \infty} \mathrm{e}^{\delta x} \bar{F}(x)=\infty$. Throughout the paper, the asymptotic relations hold as $x \rightarrow \infty$ or $n \rightarrow \infty$, unless stated otherwise.

In this paper, we study, in general, functions and sequences that have a semi-heavy tail. In the rest of this section, we provide the key definitions used in the paper and give some examples of continuous and discrete probability distributions with the semi-heavy property. Section 2 begins with the important representation results used (Section 2.1) followed by asymptotic tail results for functions and sequences in Section 2.2. Section 2.3 gives the main convolution results developed in the paper. Applications of the results in the paper to subordinated random variables and queueing are given in Section 3, and concluding remarks are given in Section 4.

### 1.1 Definition

A sequence $\left(w_{n}\right)$ is called a semi-heavy tailed sequence if $w_{n}>0$ for $n$ large and if $w_{n}$ is of the form $w_{n}=c^{n} f_{n}, 0<c<1$, where $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$ with index $\alpha \in \Re$. Notation: $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$.

A function $w(x)$ is called a semi-heavy tailed function if $w(x)>0$ for $x$ large and if $w(x)$ is of the form $w(x)=\mathrm{e}^{-\beta x} f(x), \beta>0$, where $f \in \operatorname{RV}(\alpha)$ with index $\alpha \in \Re$. Notation: $w \in \operatorname{SHF}(\beta, \alpha)$.

Using (1.3), it turns out that, for semi-heavy tailed sequences and functions, we have $w_{n} \rightarrow 0$, resp., $w(x) \rightarrow 0$, and it is why we use the word "tail" in the definition. Note that in the definition we do not assume that $\left(w_{n}\right)$ is a p.m.f. or that $w(x)$ is a p.d.f. or a distribution function. From the definition and (1.2) it is also clear that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{w(x+y)}{w(x)}=\mathrm{e}^{-\beta y} \quad \forall y \in \Re, \tag{1.4}
\end{equation*}
$$

and we have $w(\log x) \in \operatorname{RV}(-\beta)$. The class of positive measurable functions that satisfy (1.4) are denoted by $\mathrm{L}(\beta)$.

For sequences $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{w_{n+1}}{w_{n}}=c . \tag{1.5}
\end{equation*}
$$

Sequences satisfying (1.5) are denoted by $\operatorname{LS}(c)$. Note that if $w \in \operatorname{SHF}(\beta, \alpha)$, then we also have that

$$
\lim _{x \rightarrow \infty} \mathrm{e}^{\delta x} w(x)= \begin{cases}0, & \delta<\beta \\ \infty, & \delta>\beta\end{cases}
$$

This means that the functions $w(x)$ are "thinner" than any power law and "heavier" than any normal law. Functions and sequence as defined before therefore are called semi-heavy functions and sequences.

It is useful to mention that semi-heavy tails appeared in modelling log increments of asset prices; see Barndorff-Nielsen [3], Schoutens [18], or Albin and Sunden [1]. Some examples follow in the next subsection.

### 1.2 Examples

There are many examples from probability theory.

### 1.2.1 Continuous probability distributions

1. The generalized inverse Gaussian distribution has been introduced by Halphen (cf. Seshadri [19]) and was reinvented and studied by Barndorff-Nielsen [3]; see also Borak et al. [5] and Prause [16]. Its density is of the following form:

$$
f_{G}(x)=C x^{\lambda-1} \exp \left(-\frac{1}{2}\left(\frac{a}{x}+b x\right)\right), \quad x>0
$$

where $a>0$ and $b \geqslant 0$ if $\lambda<0, a>0$ and $b>0$ if $\lambda=0$, and $a \geqslant 0$ and $b>0$ if $\lambda>0$. Clearly, we have $f_{G}(x) \sim C x^{\lambda-1} \exp (-b x / 2)$ and $f_{G} \in \operatorname{SHF}(b / 2, \lambda-1)$.
2. A hyperbolic density has the form

$$
f_{H}(x)=C \exp \left(-\alpha \sqrt{\delta^{2}+(x-\mu)^{2}}+\beta(x-\mu)\right)
$$

where $x \in \Re, \alpha>\beta$; cf. Eberlein and Keller [7], Prause [16], and Borak et al. [5]. Clearly, we have $f_{H}(x) \sim C e^{\mu(\alpha-\beta)} \mathrm{e}^{-(\alpha-\beta) x}$ and $f_{H} \in \operatorname{SHF}(\alpha-\beta, 0)$.
3. The following density was introduced by Lindley [13]:

$$
f_{L}(x)=\frac{\theta^{2}}{1+\theta}(1+x) \mathrm{e}^{-\theta x}, \quad x>0, \theta>0
$$

Clearly, $f_{L}(x)=\mathrm{e}^{-\theta x} f(x)$, where $f(x)=\theta^{2}(1+\theta)^{-1}(1+x) \in \operatorname{RV}(1)$. Let $F_{L}$ denote the d.f. corresponding to $f_{L}$. Nadarajah et al. [14] study d.fs of the form $F_{N}(x)=F_{L}^{\alpha}(x), \alpha>0$. It can be observed that $\bar{F}_{N}(x) \sim \alpha \bar{F}_{L}(x)$. Zakerzadeh and Dolati [21] considered densities of the form

$$
f_{Z}(x)=C x^{\alpha-1}(a+b x) \mathrm{e}^{-\theta x}, \quad \alpha, a, b, \theta, x>0
$$

This density generalizes the Lindley and the gamma density. Clearly, $f_{Z} \in \operatorname{SHF}(\theta, \alpha)$.

### 1.2.2 Discrete probability distributions

1. We present an inverse Gaussian type of sequences as follows: $w_{n}=C n^{\alpha} \mathrm{e}^{-(a / n+b n)}, n \geqslant 1, a \geqslant 0, b>0$, $\alpha \in \Re$. Clearly, we have $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$ with $c=\mathrm{e}^{-b}$ and $f_{n} \sim C n^{\alpha} \in \operatorname{RS}(\alpha) .{ }^{1}$
2. A hyperbolic type of sequences is given by $w_{n}=C \exp \left(-\alpha \sqrt{a+n^{2}}+\beta n\right), n \geqslant 0, \alpha>\beta$. In this case, we obtain that $\left(w_{n}\right) \in \operatorname{SHS}(c, 0)$ with $c=\mathrm{e}^{-(\alpha-\beta)}$.
3. A discrete Lindley distribution can be defined as follows:

$$
p_{n}=C n^{\alpha-1}(a+b n) \mathrm{e}^{-\beta n}, \quad \alpha, a, b, \beta>0, n \geqslant 1
$$

Here we have $\left(p_{n}\right) \in \operatorname{SHS}(\beta, \alpha)$.

[^0]4. Suppose that $X_{1}$ has a geometric distribution, that is, $\mathbf{P}\left(X_{1}=n\right)=p q^{n-1}, 0<p<1, q=1-p, n \geqslant 1$. Clearly, we have $\mathbf{P}\left(X_{1}=n\right)=q^{n} f_{n}$, where $f_{n}=p / q$. In general, suppose that $X_{k}(k \geqslant 1)$ has a negative binomial distribution:
$$
\mathbf{P}\left(X_{k}=n\right)=\binom{n-1}{k-1} p^{k} q^{n-k}, \quad n \geqslant k .
$$

It follows that $\mathbf{P}\left(X_{k}=n\right)=q^{n} f_{n}$, where

$$
f_{n} \underset{n \rightarrow \infty}{\sim} \frac{n^{k-1}}{(k-1)!} \frac{p^{k}}{q^{k}} \in \operatorname{RS}(k-1) .
$$

5. The generalized logarithmic series distribution is defined by the sequence

$$
p_{n}=\frac{\Gamma(\beta n)}{n!\Gamma(\beta n-n+1)} \frac{\theta^{n}(1-\theta)^{\beta n-n}}{-\log (1-\theta)}
$$

with $\beta \geqslant 1$ and $0<\theta<\beta^{-1}$; see Hansen and Willekens [11]. For $\beta=1$, we find back the usual logarithmic p.d.f.

$$
p_{n}=\frac{-1}{\ln (1-\theta)} \frac{\theta^{n}}{n}, \quad n \geqslant 1 .
$$

Clearly, we have $p_{n}=C n^{-1} c^{n}$, where $c=\theta$ and $C=-1 / \ln (1-\theta)$.
When $\beta>1$, we use Stirling's formula $\Gamma(z) \sim(z / e)^{z} \sqrt{2 \pi / z}$, and after some tedious calculations we find that

$$
p_{n} \underset{n \rightarrow \infty}{\sim} \frac{(\beta /(\beta-1))^{1 / 2}}{\beta n \sqrt{2 \pi n}(-\log (1-\theta))}\left(\beta \theta\left(\frac{\beta(1-\theta)}{\beta-1}\right)^{\beta-1}\right)^{n} .
$$

Hence $p_{n}$ is of the form $p_{n}=c^{n} f_{n}$, where

$$
\begin{gathered}
c=c(\theta)=\beta \theta\left(\frac{\beta(1-\theta)}{\beta-1}\right)^{\beta-1} \\
f_{n} \sim \frac{(\beta /(\beta-1))^{1 / 2}}{n^{3 / 2} \beta \sqrt{2 \pi}(-\log (1-\theta))} \in \operatorname{RS}\left(-\frac{3}{2}\right) .
\end{gathered}
$$

Note that as a function of $\theta \in\left(0, \beta^{-1}\right), c(\theta)$ is increasing, and $c(\theta)<c\left(\beta^{-1}\right)=1$.

## 2 Properties

In this section, we study some basic properties of semi-heavy sequences and functions.

### 2.1 Representation theorem

From the theory of regular variation, we get the following representation theorem. An alternative representation theorem is stated by Albin and Sunden [1, Cor. 2.9].

## Theorem 1 [Representation theorem].

(i) We have $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$ iff $w_{n}$ may be written as

$$
w_{n}=C_{n} c^{n} n^{\alpha} \exp \left(\sum_{i=a}^{n} \frac{\delta_{i}}{i}\right)
$$

where $C_{n} \rightarrow C \in(0, \infty)$ and $\delta_{n} \rightarrow 0$, and $a \geqslant 0$ is a constant.
(ii) We have $w \in \operatorname{SHF}(\beta, \alpha)$ iff $w(x)$ may be written as

$$
\begin{equation*}
w(x)=C(x) x^{\alpha} \exp (-\beta x) \mathrm{L}(x), \tag{2.1}
\end{equation*}
$$

where $C(x) \rightarrow C>0$, and $\mathrm{L} \in \mathrm{RV}(0)$ satisfies $x \mathrm{~L}^{\prime}(x) / \mathrm{L}(x) \rightarrow 0$.
Proof. (i) This is Theorem 1.9.7 in Bingham et al. [4].
(ii) From the definition it follows that $w(x)=c(x) x^{\alpha} \exp (-\beta x) l(x)$, where $c(x) \rightarrow c>0$, and $l$ is slowly varying. From Bingham et al. [4, Thm. 1.3.3] (see also [4, Thm. 1.8.2]) we can find a slowly varying function $\mathrm{L}(x)$ such that $\mathrm{L}(x) \sim l(x)$ and $x \mathrm{~L}^{\prime}(x) / \mathrm{L}(x) \rightarrow 0$. It follows that $w(x)=C(x) x^{\alpha} \exp (-\beta x) \mathrm{L}(x)$, where $C(x)=c(x) l(x) / \mathrm{L}(x)$.

If $C(x)=C$ or if $C_{n}=C$ in the representation theorem, then we call the corresponding function (sequence) a normalized function (resp., sequence). For normalized functions and sequences, we have the following property.

## Proposition 1.

(i) For normalized sequences, we have $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$ if and only if

$$
\begin{equation*}
n\left(\frac{w_{n}}{w_{n-1}}-c\right) \rightarrow c \alpha \tag{2.2}
\end{equation*}
$$

Moreover, (2.2) implies that $\left(w_{n-1}-w_{n}\right) \in \operatorname{SHS}(c, \alpha)$.
(ii) For normalized functions, we have $w \in \operatorname{SHF}(\beta, \alpha)$ if and only if

$$
\begin{equation*}
x\left(\frac{w^{\prime}(x)}{w(x)}+\beta\right) \rightarrow \alpha . \tag{2.3}
\end{equation*}
$$

Moreover, (2.3) implies that $-w^{\prime}(x) \sim \beta w(x) \in \operatorname{SHF}(\beta, \alpha)$.
Proof. (i) For normalized sequences $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$ for large $n$, we have

$$
\frac{w_{n}}{w_{n-1}}-c=c\left(\frac{n^{\alpha}}{(n-1)^{\alpha}} \exp \frac{\delta_{n}}{n}-1\right)
$$

Now we write

$$
\frac{n^{\alpha}}{(n-1)^{\alpha}} \exp \frac{\delta_{n}}{n}-1=\left(\frac{n^{\alpha}}{(n-1)^{\alpha}}-1\right) \exp \frac{\delta_{n}}{n}+\left(\exp \frac{\delta_{n}}{n}-1\right) .
$$

Using

$$
\frac{n^{\alpha}}{(n-1)^{\alpha}}-1 \sim \alpha\left(\frac{n}{n-1}-1\right)=\frac{\alpha}{n-1}
$$

and $\exp \left(\delta_{n} / n\right)-1 \sim \delta_{n} / n$, we obtain (2.2). From $w_{n-1}-w_{n} \sim(1-c) w_{n-1}$ it also trivially follows that $\left(w_{n-1}-w_{n}\right) \in \operatorname{SHS}(c, \alpha)$.

For the converse, we assume that (2.2) holds, and we define $\left(f_{n}\right)$ by $f_{n}=c^{-n} w_{n}$. Using (2.2), it follows that

$$
n\left(\frac{f_{n}}{f_{n-1}}-1\right) \rightarrow \alpha
$$

and from here it follows that $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$; see Bingham et al. [4, Thm. 1.9.8].
(ii) For a normalized function $w \in \operatorname{SHF}(\beta, \alpha)$, (2.1) with $C(x)=C$ shows that

$$
w^{\prime}(x)=\alpha \frac{w(x)}{x}-\beta w(x)+w(x) \frac{\mathrm{L}^{\prime}(x)}{\mathrm{L}(x)}
$$

and it follows that

$$
x\left(\frac{w^{\prime}(x)}{w(x)}+\beta\right)=\alpha+\frac{x \mathrm{~L}^{\prime}(x)}{\mathrm{L}(x)} \rightarrow \alpha .
$$

This proves (2.3). From here we obtain that $-w^{\prime}(x) \sim \beta w(x)$, so that $-w^{\prime}(x) \in \operatorname{SHF}(\beta, \alpha)$.
For the converse, (2.3) shows that $x\left(w^{\prime}(x) / w(x)+\beta\right)=\alpha(x)$, where $\alpha(x) \rightarrow \alpha$. It follows that $w^{\prime}(x) / w(x)=\alpha(x) / x-\beta$, and by integrating we see that

$$
\log w(x)=C-\beta x+\alpha \log x+\int_{a}^{x} \frac{\alpha(t)-\alpha}{t} \mathrm{~d} t .
$$

Hence $w \in \operatorname{SHF}(\beta, \alpha)$.
Remarks.

1. The examples $w(x)=[x]$ and $w_{n}=[e n]$ show that we need an extra condition to ensure that (2.3), resp., (2.2) holds.
2. If $w \in \operatorname{SHF}(\beta, \alpha)$, then the representation theorem shows that

$$
\log w(x)=\log C(x)-\beta x+\alpha \log x+\int_{a}^{x} \frac{\delta(u)}{u} \mathrm{~d} u
$$

Since $\left(\log C(x)+\int_{a}^{x} u^{-1} \delta(u) \mathrm{d} u\right) / \log x \rightarrow 0$, we have

$$
\log w(x)=-\beta x+\alpha \log x+o(1) \log x .
$$

This opens a way to statistically estimate the important parameters $\alpha$ and $\beta$ and to see if it makes sense to model data by using a semi-heavy function.

### 2.2 The "tail" of a semi-heavy function or sequence

Inspired by Klüppelberg [12, p. 262], we prove the following Karamata-type result for the classes LS $(c)$ and $\mathrm{L}(\beta)$.

## Proposition 2.

(i) Let $c \in(0,1)$ and $t_{n}=\sum_{k=n}^{\infty} w_{k}<\infty$. We have $\left(w_{n}\right) \in \operatorname{LS}(c)$ if and only if $\left(t_{n}\right) \in \operatorname{LS}(c)$, and both statements imply that $t_{n} / w_{n} \rightarrow 1 /(1-c)$.
(ii) Let $\beta>0$ and $t(x)=\int_{x}^{\infty} w(z) \mathrm{d} z<\infty$. If $w \in \mathrm{~L}(\beta)$, then $t \in \mathrm{~L}(\beta)$ and $t(x) \sim w(x) / \beta$. Conversely, if $t \in \mathrm{~L}(\beta)$ and if $w(x)$ is nonincreasing, then $w \in \mathrm{~L}(\beta)$.

Proof. (i) First, assume that $w_{n} / w_{n-1} \rightarrow c, 0<c<1$. It follows that, for $\varepsilon>0$ such that $0<c+\varepsilon<1$, we can find $n(\varepsilon)$ such that

$$
(c-\varepsilon) w_{n-1} \leqslant w_{n} \leqslant(c+\varepsilon) w_{n-1}, \quad n>n(\varepsilon)
$$

For $k=0,1,2, \ldots$, we find that

$$
(c-\varepsilon)^{k} w_{n} \leqslant w_{n+k} \leqslant(c+\varepsilon)^{k} w_{n}, \quad n>n(\varepsilon)
$$

Taking sums, we have

$$
\frac{w_{n}}{1-c+\varepsilon} \leqslant t_{n}=\sum_{i=n}^{\infty} w_{i} \leqslant \frac{w_{n}}{1-c-\varepsilon}
$$

By letting $\varepsilon \rightarrow 0$ we conclude that $t_{n} / w_{n} \rightarrow 1 /(1-c)$, and it follows that $t_{n} / t_{n-1} \rightarrow c$.
To prove the converse, note that $c_{n-1}=t_{n-1}-t_{n}$. Using $t_{n} / t_{n-1} \rightarrow c$, we obtain that $c_{n-1} / t_{n-1} \rightarrow 1-c$, and hence the result.
(ii) Since $w(x+y) / w(x) \rightarrow \exp (-\beta y)$ for all $y$, we have $w(\log x) \in \mathrm{RV}(-\beta)$. Using $x^{-1} w(\log x) \in$ RV $(-1-\beta)$, Karamata's theorem yields

$$
\frac{\int_{x}^{\infty} z^{-1} w(\log z) \mathrm{d} z}{w(\log x)} \rightarrow \frac{1}{\beta}
$$

It follows that $t(\log x) \sim w(\log x) / \beta$. The result follows. To prove the converse, we take $y>0$. We have

$$
y w(x+y) \leqslant t(x)-t(x+y)=\int_{x}^{x+y} w(t) \mathrm{d} t \leqslant y w(x)
$$

It follows that

$$
1-\mathrm{e}^{-\beta y} \leqslant \liminf \frac{y w(x)}{t(x)}
$$

and

$$
\lim \sup \frac{y w(x+y)}{t(x+y)} \leqslant \mathrm{e}^{\beta y}-1
$$

We obtain that

$$
\frac{1-\mathrm{e}^{-\beta y}}{y} \leqslant \lim \binom{\sup }{\inf } \frac{w(x)}{t(x)} \leqslant \frac{\mathrm{e}^{\beta y}-1}{y}
$$

Since $y>0$ was arbitrary, we conclude that $w(x) / t(x) \rightarrow \beta .{ }^{2}$ The result follows.

## Remarks.

1. To pass from $t(\cdot)$ to $w(\cdot)$, in Proposition 2(ii), we assumed the Tauberian condition that $w$ is nonincreasing. Bingham et al. [4, Chap. 4] discuss more general Tauberian conditions.
2. If $w \in \operatorname{SHF}(\beta, \alpha), \beta>0$ and $\alpha<0$, then by Bingham et al. [4, Thm. 1.53] $f(x)=\mathrm{e}^{\beta x} w(x) \sim f_{0}(x)$, where $f_{0}(x) \downarrow 0$. We might assume that $f_{0}(x)$ is a tail distribution and study $w_{0}(x)=\mathrm{e}^{-\beta x} f_{0}(x)$ for tail distributions $f_{0}$. This is what has been done by Klüppelberg [12] and Xu et al. [20].
[^1]
## Corollary 1.

(i) If $\left(w_{n}\right) \in \operatorname{SHS}(c, \alpha)$, then $\left(t_{n}\right) \in \operatorname{SHS}(c)$ and $t_{n} / w_{n} \rightarrow 1 /(1-c)$.
(ii) If $w \in \operatorname{SHF}(\beta, \alpha), \beta>0$, then $t \in \operatorname{SHF}(\beta, \alpha)$ and $t(x) \sim w(x) / \beta$.

### 2.3 Convolutions

Now consider two sequences $\left(u_{n}=c^{n} f_{n}\right) \in \operatorname{SHS}\left(c, \alpha_{u}\right)$ and $\left(v_{n}=c^{n} g_{n}\right) \in \operatorname{SHS}\left(c, \alpha_{v}\right)$ and consider the convolution $(u * v)_{n}=\sum_{k=0}^{n} u_{k} v_{n-k}$. Using the definition, we get that $(u * v)_{n}=c^{n}(f * g)_{n}$. In the case of functions, in a similar way, we have $u * v(x)=\mathrm{e}^{-\beta x} f * g(x)$, where $f * g(x)=\int_{0}^{x} f(y) g(x-y) \mathrm{d} y$.

In the next subsections, we consider two cases. In the first case, we assume that $\left(u_{n}=c^{n} f_{n}\right) \in \operatorname{SHS}\left(c, \alpha_{u}\right)$ and $\sum_{k=0}^{\infty} f_{k}<\infty$. For functions, we consider the case where $u(x)=\mathrm{e}^{-\beta x} f(x)$ and $\int_{0}^{\infty} f(x) \mathrm{d} x<\infty$. In the second case, we assume that the sum or the integral is not finite.

### 2.3.1 Finite sums or finite integrals

We have the following result inspired by Chover et al. [6].

## Proposition 3.

(i) Suppose that $\left(u_{n}\right) \in \operatorname{SHS}\left(c, \alpha_{u}\right)$ and $\left(v_{n}\right) \in \operatorname{SHS}\left(c, \alpha_{v}\right)$. Let $f_{n}=c^{-n} u_{n}$ and $g_{n}=c^{-n} v_{n}$ and assume that $F=\sum_{n=0}^{\infty} f_{n}<\infty$ and $G=\sum_{n=0}^{\infty} g_{n}<\infty$. Then $(u * v)_{n}=F v_{n}+G u_{n}+o\left(u_{n}\right)+o\left(v_{n}\right)$ and $\left(u^{* 2}\right)_{n} \sim 2 F u_{n}$.
(ii) Suppose that $u \in \operatorname{SHF}(\beta, \alpha)$ and $v \in \operatorname{SHF}(\beta, \beta)$. Let $f(x)=\mathrm{e}^{\beta x} u(x)$ and $g(x)=\mathrm{e}^{\beta x} v(x)$ and assume that $F=\int_{0}^{\infty} f(t) \mathrm{d} t<\infty$ and $G=\int_{0}^{\infty} g(t) \mathrm{d} t<\infty$. Then $u * v(x)=F v(x)+G u(x)+$ $o(u(x))+o(v(x))$ and $u^{* 2}(x) \sim 2 F u(x)$.

Proof. For convenience, we prove (ii). We have $u * v(x)=\mathrm{e}^{-\beta x} f * g(x)$ and

$$
f * g(x)=\int_{0}^{x / 2} f(t) g(x-t) \mathrm{d} t+\int_{0}^{x / 2} g(t) f(x-t) \mathrm{d} t=\mathrm{I}+\mathrm{II}
$$

Using the local uniform convergence, we obtain that $\lim _{x \rightarrow \infty} \mathrm{I} / g(x)=F$ and $\lim _{x \rightarrow \infty} \mathrm{II} / f(x)=G$. It follows that $f * g(x)=F g(x)+G f(x)+o(g(x))+o(f(x))$, and the first result follows. In the particular case $u=v$, we find that $u * u(x) \sim 2 F u(x)$.
(i) The proof is similar.

Remarks.

1. Under the conditions of Proposition 3(i), we have $(u * v)_{n}=c^{n}(f * g)_{n}$ and $\sum_{n=0}^{\infty}(f * g)_{n}=F+G$.
2. Under the conditions of Proposition 3(i), we have $(u * u)_{n} \sim 2 F u_{n}$ and hence also that $\left(\left(u^{* 2}\right)_{n}\right) \in$ SHS $(c, \alpha)$ satisfies the summability condition of Proposition 3(i).

Recall that a sequence $\left(f_{n}\right)$ is in the class of subexponential sequences if $f_{n}>0,\left(f_{n}\right) \in \mathrm{LS}, \sum_{k=0}^{\infty} f_{k}<\infty$, and $f_{n}^{* 2} / f_{n} \rightarrow 2 \sum_{k=0}^{\infty} f_{k}$. Notation: $\left(f_{n}\right) \in \mathrm{SS}$. In a similar way, we say that a positive function $f(x)$ is in the class of subexponential functions if $f(x) \in \mathrm{L} \cap \mathrm{L}_{1}([0, \infty))$ and if $f^{* 2}(x) / f(x) \rightarrow 2 \int_{0}^{\infty} f(t) \mathrm{d} t$. Notation: $f \in \mathrm{SF}$. It is well known that if $\left(f_{n}\right) \in \mathrm{RS}(\alpha), \alpha \leqslant-1$, and (in the case $\alpha=-1$ ) $\sum_{k=0}^{\infty} f_{k}<\infty$, then $\left(f_{n}\right) \in$ SS. A survey of applications of SS and SF in probability theory can be found in Bingham et al. [4, Appendix 4] or [9]. In the discrete case, see also Embrechts and Omey [8].

In the next result, we consider $k$-fold convolutions.

## Proposition 4.

(i) Suppose that $\left(u_{n}\right) \in \operatorname{SHS}(c, \alpha)$. Let $f_{n}=c^{-n} u_{n}$ and assume that $F=\sum_{n=0}^{\infty} f_{n}<\infty$. Then $\left(\left(u^{* k}\right)_{n}\right) \in \operatorname{SHS}(c, \alpha)$ and $\left(u^{* k}\right)_{n} \sim k F^{k-1} u_{n}$. Moreover, for each $\epsilon>0$, we can find a constant $K>0$ such that

$$
\left(u^{* k}\right)_{n} \leqslant K F^{k-1}(1+\epsilon)^{k} u_{n}, \quad k \geqslant 1, n \geqslant 1 .
$$

(ii) Suppose that $u \in \operatorname{SHF}(\beta, \alpha)$. Let $f(x)=\mathrm{e}^{\beta x} u(x)$ and assume that $F=\int_{0}^{\infty} f(t) \mathrm{d} t<\infty$. Then $u^{* k} \in \operatorname{SHF}(\beta, \alpha)$ and $u^{* k}(x) \sim k F^{k-1} u(x)$. Moreover, for each $\epsilon>0$, we can find a constant $K>0$ such that

$$
u^{* k}(x) \leqslant K F^{k-1}(1+\epsilon)^{k} u(x), \quad k \geqslant 1, x \geqslant 0
$$

Proof. (i) The proof of the first part follows from Proposition 3, and the inequality follows from the results of Chover et al. [6]; see also Klüppelberg [12, Lemma 3.1].
(ii) Proof is similar.

## Remarks.

1. When $\alpha<-1$, the summability condition, resp., integral condition is automatically satisfied. Only in the case $\alpha=-1$, we need to assume this.
2. If $w \in \operatorname{SHF}(\beta, \alpha), \beta>0$, then Corollary 1 shows that $t \in \operatorname{SHF}(\beta, \alpha)$ and $t(x) \sim w(x) / \beta$. It follows from Proposition 4 that $t^{* 2}(x) \sim 2 t(x) \int_{0}^{\infty} f(s) \mathrm{d} s$.

### 2.3.2 Infinite sums or infinite integrals

Now we consider the case where $w_{n}=c^{n} f_{n}$ with $\left(f_{n}\right) \in \operatorname{RS}(\alpha), \alpha \geqslant-1$, such that $\sum_{k=0}^{\infty} f_{k}=\infty$. The following result can easily be reformulated for functions.

Theorem 2. Assume that $\left(u_{n}\right) \in \operatorname{SHS}(c, \alpha)$ and $\left(v_{n}\right) \in \operatorname{SHS}(c, \beta)=c^{n} f_{n}$ and let $f_{n}=c^{-n} u_{n}, g_{n}=c^{-n} v_{n}$. Assume that $\left(f_{n}\right) \in \operatorname{RS}(\alpha), \alpha \geqslant-1,\left(g_{n}\right) \in \operatorname{RS}(\beta), \beta \geqslant-1$. If $\alpha=-1$, resp., $\beta=-1$, then assume also that $\sum_{k=0}^{n} f_{k} \rightarrow \infty$, resp., $\sum_{k=0}^{n} g_{k} \rightarrow \infty$.
(i) If $\alpha>-1$ and $\beta>-1$, then

$$
\frac{(u * v)_{n}}{c^{n} n f_{n} g_{n}} \rightarrow \mathrm{~B}(\alpha+1, \beta+1)
$$

where $\mathrm{B}(\cdot, \cdot)$ denotes the beta-function. If $\alpha=-1$ and $\beta>-1$, then

$$
\frac{(u * v)_{n}}{c^{n} g_{n} \sum_{k=0}^{n} f_{k}} \rightarrow 1
$$

(ii) If $\alpha>-1$ and $\beta=-1$, then

$$
\frac{(u * v)_{n}}{c^{n} f_{n} \sum_{k=0}^{n} g_{k}} \rightarrow 1
$$

(iii) If $\alpha=\beta=-1$, then

$$
\frac{(u * v)_{n}}{c^{n}\left(g_{n} \sum_{k=0}^{n} f_{k}+f_{n} \sum_{k=0}^{n} g_{k}\right)} \rightarrow 1
$$

Proof. We fix $\epsilon, 0<\epsilon<1 / 2$, and write

$$
\frac{1}{c^{n}}(u * v)_{n}=\left(\sum_{k=0}^{[n \epsilon]-1}+\sum_{k=[n \epsilon]}^{n-[n \epsilon]}+\sum_{k=n-[n \epsilon]+1}^{n}\right) f_{k} g_{n-k}=: \mathrm{I}+\mathrm{II}+\mathrm{III} .
$$

First, we consider II. Note that $\int_{k \leqslant x<k+1} f_{[x]} g_{n-[x]} \mathrm{d} x=f_{k} g_{n-k}$. Taking sums, we find that

$$
\mathrm{II}=\int_{[n \epsilon] \leqslant x<n-[n \epsilon]+1} f_{[x]} g_{n-[x]} \mathrm{d} x
$$

Replacing $x$ by $n t$, we have

$$
\mathrm{II}=n \int_{[n \epsilon] / n}^{1-[n \epsilon] / n+1 / n} f_{[n t]} g_{n-[n t]} \mathrm{d} t .
$$

Using the local uniform convergence, we obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathrm{II}}{n f_{n} g_{n}}=\int_{\epsilon}^{1-\epsilon} t^{\alpha}(1-t)^{\beta} \mathrm{d} t \tag{2.4}
\end{equation*}
$$

Note that (2.4) holds for $\alpha \geqslant-1$ an $\beta \geqslant-1$.
Next, we consider I and III. We have

$$
\frac{\mathrm{I}}{g_{n}}=\sum_{k=0}^{[n \epsilon]-1} f_{k} \frac{g_{n-k}}{g_{n}} ; \quad \frac{\mathrm{III}}{f_{n}}=\sum_{k=0}^{[n \epsilon]-1} g_{k} \frac{f_{n-k}}{f_{n}} .
$$

We consider several cases.
a) First, consider the case where $\alpha>-1$ and $\beta>-1$. We have

$$
\begin{equation*}
\frac{\mathrm{I}}{g_{n}} \leqslant \sup _{0 \leqslant k \leqslant[n \epsilon]-1} \frac{g_{n-k}}{g_{n}} \sum_{j=0}^{[n \epsilon]-1} f_{j} \tag{2.5}
\end{equation*}
$$

If $\alpha>-1$, then Karamata's theorem [4, Thm. 1.5.8] for sequences gives that

$$
\sum_{j=0}^{[n \epsilon]-1} f_{j} \sim \frac{1}{1+\alpha}[n \epsilon] f_{[n \epsilon]} \sim \frac{\epsilon^{1+\alpha}}{1+\alpha} n f_{n}
$$

On the other hand, we have

$$
\sup _{0 \leqslant k \leqslant[n \epsilon]-1} \frac{g_{n-k}}{g_{n}} \leqslant \sup _{0 \leqslant k \leqslant n / 2} \frac{g_{n-k}}{g_{n}},
$$

which is bounded as $n \rightarrow \infty$. We conclude that

$$
\begin{equation*}
\limsup \frac{\mathrm{I}}{n f_{n} g_{n}} \leqslant B \frac{\epsilon^{1+\alpha}}{1+\alpha}, \tag{2.6}
\end{equation*}
$$

where the constant $B$ does not depend on $\epsilon$. In a similar way, if $\beta>-1$, then we find that

$$
\begin{equation*}
\lim \sup \frac{\mathrm{III}}{n f_{n} g_{n}} \leqslant B^{\prime} \frac{\epsilon^{1+\beta}}{1+\beta} \tag{2.7}
\end{equation*}
$$

for some constant $B^{\prime}$ that does not depend on $\epsilon$.
Now, combining (2.4), (2.6), and (2.7), we obtain that

$$
\int_{\epsilon}^{1-\epsilon} t^{\alpha}(1-t)^{\beta} \mathrm{d} t \leqslant \lim _{n \rightarrow \infty}\binom{\sup }{\inf } \frac{\mathrm{I}+\mathrm{II}+\mathrm{III}}{n f_{n} g_{n}} \leqslant \int_{\epsilon}^{1-\epsilon} t^{\alpha}(1-t)^{\beta} \mathrm{d} t+B \frac{\epsilon^{1+\alpha}}{1+\alpha}+B^{\prime} \frac{\epsilon^{1+\beta}}{1+\beta}
$$

Now let $\epsilon \rightarrow 0$ to obtain the first result.
b) Now consider the case $\alpha=-1, \beta>-1$. In the case of $\alpha=-1$, Karamata's theorem [4, Prop. 1.5.9a] shows that we have $\left(\sum_{k=0}^{n} f_{k}\right) \in \operatorname{RS}(0)$ and $n f_{n}=o(1) \sum_{k=0}^{n} f_{k}$. In view of (2.4) and (2.7), it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\text { II }}{g_{n} \sum_{k=0}^{n} f_{k}}=\lim _{n \rightarrow \infty} \frac{\text { III }}{g_{n} \sum_{k=0}^{n} f_{k}}=0 \tag{2.8}
\end{equation*}
$$

Now we reconsider I, and to this end, we have to study $g_{n-k} / g_{n}$ for $0 \leqslant k \leqslant[n \epsilon]-1$. Using the local uniform convergence theorem [4, Thm. 1.5.2] again, we have

$$
\sup _{0 \leqslant k \leqslant[n \epsilon]-1} \frac{g_{n-k}}{g_{n}}=\sup _{1-\epsilon \leqslant t \leqslant 1} \frac{g_{[n t]}}{g_{n}} \rightarrow \sup _{1-\epsilon \leqslant t \leqslant 1} t^{\beta}
$$

and similarly

$$
\inf _{0 \leqslant k \leqslant[n \epsilon]-1} \frac{g_{n-k}}{g_{n}} \rightarrow \inf _{1-\epsilon \leqslant t \leqslant 1} t^{\beta}
$$

This implies that there is an integer $n_{0}=n_{0}(g, \epsilon)$ so that, for all $n \geqslant n_{0}$,

$$
(1-\epsilon) \min \left(1,(1-\epsilon)^{\beta}\right) \leqslant \frac{g_{n-k}}{g_{n}} \leqslant(1+\epsilon) \max \left(1,(1-\epsilon)^{\beta}\right)
$$

uniformly in $k=0,1, \ldots,[n \epsilon]$. In the place of (2.5), we find that

$$
(1-\epsilon) \min \left(1,(1-\epsilon)^{\beta}\right) \sum_{k=0}^{[n \epsilon]-1} f_{k} \leqslant \frac{\mathrm{I}}{g_{n}} \leqslant(1+\epsilon) \max \left(1,(1-\epsilon)^{\beta}\right) \sum_{k=0}^{[n \epsilon]-1} f_{k}, \quad n \geqslant n_{0}
$$

Since $\left(\sum_{k=0}^{n} f_{k}\right) \in \operatorname{RS}(0)$, it follows that

$$
(1-\epsilon) \min \left(1,(1-\epsilon)^{\beta}\right) \leqslant \lim \binom{\sup }{\inf } \frac{\mathrm{I}}{g_{n} \sum_{k=0}^{n} f_{k}} \leqslant(1+\epsilon) \max \left(1,(1-\epsilon)^{\beta}\right)
$$

Combining this with (2.8), we conclude that

$$
(1-\epsilon) \min \left(1,(1-\epsilon)^{\beta}\right) \leqslant \lim \binom{\sup }{\inf } \frac{\mathrm{I}+\mathrm{II}+\mathrm{III}}{g_{n} \sum_{k=0}^{n} f_{k}} \leqslant(1+\epsilon) \max \left(1,(1-\epsilon)^{\beta}\right)
$$

Now let $\epsilon \rightarrow 0$ to find that

$$
\lim \frac{\mathrm{I}+\mathrm{II}+\mathrm{III}}{g_{n} \sum_{k=0}^{n} f_{k}}=1
$$

c) The case of $\beta=-1$ and $\alpha>-1$ can be treated in a similar way.
d) Now consider the case where $\alpha=\beta=-1$. Using a similar approach as before, now we get that

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{II}}{g_{n} \sum_{k=0}^{n} f_{k}+f_{n} \sum_{k=0}^{n} g_{k}}=0
$$

and

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{I}+\mathrm{III}}{g_{n} \sum_{k=0}^{n} f_{k}+f_{n} \sum_{k=0}^{n} g_{k}}=1 .
$$

This proves the theorem.
Remark. If $\alpha \geqslant-1$ and $\beta \geqslant-1$, then $(u * v)_{n}$ is again of the form $(u * v)_{n}=C c^{n} h_{n}$, and $\left(h_{n}\right) \in$ $\operatorname{RS}(1+\alpha+\beta)$.

In the particular case where $u_{n}=v_{n}$, we get the following corollary. We also formulate it for functions.

## Corollary 2.

(i) Assume that $u_{n}=c^{n} f_{n}$, where $0<c<1$ and $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$.
(a) If $\alpha>-1$, then

$$
\frac{\left(u^{* 2}\right)_{n}}{n c^{n} f_{n}^{2}}=\frac{\left(u^{* 2}\right)_{n}}{u_{n} n f_{n}} \rightarrow \mathrm{~B}(1+\alpha, 1+\alpha) .
$$

(b) If $\alpha=-1$ and $\sum_{i=0}^{n} f_{i} \rightarrow \infty$, then

$$
\frac{\left(u^{* 2}\right)_{n}}{c^{n} f(n) \sum_{i=0}^{n} f_{i}}=\frac{\left(u^{* 2}\right)_{n}}{u_{n} \sum_{i=0}^{n} f_{i}} \rightarrow 2 .
$$

(ii) Assume that $w(x)=\mathrm{e}^{-\beta x} f(x), \beta>0$, and $f \in \operatorname{RV}(\alpha)$.
(a) If $\alpha>-1$, then

$$
\frac{w^{* 2}(x)}{x e^{-\beta x} f^{2}(x)}=\frac{w^{* 2}(x)}{w(x) x f(x)} \rightarrow \mathrm{B}(1+\alpha, 1+\alpha) .
$$

(b) If $\alpha=-1$ and $\int_{0}^{x} f(t) \mathrm{d} t \rightarrow \infty$, then

$$
\frac{w^{* 2}(x)}{\mathrm{e}^{-\beta x} f(x) \int_{0}^{x} f(t) \mathrm{d} t}=\frac{w^{* 2}(x)}{w(x) \int_{0}^{x} f(t) \mathrm{d} t} \rightarrow 2 .
$$

For higher-order convolutions, we have the following result. A similar result holds for functions.
Theorem 3. Assume that $u_{n}=c^{n} f_{n}$, where $0<c<1$ and $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$. For all $k \geqslant 2$, we have:
(i) If $\alpha>-1$, then

$$
\frac{\left(u^{* k}\right)_{n}}{c^{n} n^{k-1} f_{n}^{k}} \rightarrow \prod_{i=2}^{k} \mathrm{~B}(1+\alpha,(i-1)(1+\alpha)) .
$$

(ii) If $\alpha=-1$ and $\sum_{i=0}^{\infty} f_{i}=\infty$, then

$$
\frac{\left(u^{* k}\right)_{n}}{c^{n} f_{n}\left(\sum_{i=0}^{n} f_{i}\right)^{k-1}} \rightarrow k!
$$

Proof. (i) We use induction. The result holds for $k=2$, and we have $\left(u^{* 2}\right)_{n}=c^{n} f_{2}(n)$, where $f_{2}(n) \sim$ $n f_{n}^{2} \mathrm{~B}(1+\alpha, 1+\alpha) \in \operatorname{RS}(1+2 \alpha)$. Using the theorem (with $u_{n}$ and $\left.\left(u^{* 2}\right)_{n}\right)$, we obtain that

$$
\frac{\left(u^{* 3}\right)_{n}}{c^{n} n f_{n} f_{2}(n)} \rightarrow \mathrm{B}(1+\alpha, 2+2 \alpha)
$$

and the result follows for $k=3$. Now the result easily follows by induction.
(ii) For $\alpha=-1$ and $k=2$, we have proved that $\left(u^{* 2}\right)_{n}=c^{n} f_{2}(n)$, where $f_{2}(n)=2 f_{n} h_{1}(n)$ and $h_{1}(n)=\sum_{k=0}^{n} f_{k}$. Note that $\left(f_{2}(n)\right) \in \operatorname{RS}(-1)$. Using the theorem (with $u_{n}$ and $\left.\left(u^{* 2}\right)_{n}\right)$, we obtain that $\left(u^{* 3}\right)_{n}=c^{n} f_{3}(n)$, where

$$
f_{3}(n)=f_{2}(n) h_{1}(n)+f_{n} \sum_{k=0}^{n} f_{2}(k)
$$

Note that $f_{3}(n)=2 f_{n}\left(h_{2}(n)+g(n)\right)$, where $g(n)=\sum_{k=0}^{n} f_{k} \sum_{i=0}^{k} f_{i}$ and $h_{2}(n)=\left(\sum_{k=0}^{n} f_{k}\right)^{2}$. We have

$$
\begin{aligned}
g(n+1)-g(n) & =f_{n+1} \sum_{i=0}^{n+1} f_{i} \sim f_{n} \sum_{k=0}^{n} f_{k}, \\
h_{2}(n+1)-h_{2}(n) & =f_{n+1}\left(\sum_{k=0}^{n+1} f_{k}+\sum_{k=0}^{n} f_{k}\right) \sim 2 f_{n} \sum_{k=0}^{n} f_{k},
\end{aligned}
$$

and we obtain that $h_{2}(n+1)-h_{2}(n) \sim 2(g(n+1)-g(n))$ as $n \rightarrow \infty$. For $n \geqslant n^{\circ}$ and $0<\epsilon<1$, we get that

$$
(1-\epsilon) 2(g(n+1)-g(n)) \leqslant h_{2}(n+1)-h_{2}(n) \leqslant(1+\epsilon) 2(g(n+1)-g(n)), \quad n \geqslant n^{\circ} .
$$

Taking sums $\sum_{n=m}^{K}$, for fixed $m$, we get

$$
(1-\epsilon) 2(g(K+1)-g(m)) \leqslant h_{2}(K+1)-h_{2}(m) \leqslant(1+\epsilon) 2(g(K+1)-g(m)), \quad K \geqslant m \geqslant n^{\circ} .
$$

Since $h(K), g(K) \rightarrow \infty$ as $K \rightarrow \infty$, we obtain that

$$
2(1-\epsilon) \leqslant \lim \binom{\sup }{\inf } \frac{h_{2}(K+1)}{g(K+1)} \leqslant 2(1+\epsilon) .
$$

Since $\epsilon>0$ was arbitrary, we conclude that $h_{2}(n) \sim 2 g(n)$. It follows that $f_{3}(n) \sim 3!f(n) h_{2}(n) \in \operatorname{RS}(-1)$.
Now assume that $\left(u^{* r}\right)_{n} \sim c^{n} f_{r}(n)$ where $f_{r}(n) \sim r!f(n) h_{r-1}(n) \in \operatorname{RS}(-1)$ with $h_{r-1}(n)=$ $\left(\sum_{i=0}^{n} f(i)\right)^{r-1}$. Using the theorem with $u_{n}$ and $\left(u^{* r}\right)_{n}$, we obtain that $\left(u^{*(r+1)}\right)_{n} \sim c^{n} f_{r+1}(n)$, where

$$
\left.\left.f_{r+1}(n)=r!f_{n} h_{r-1}(n) \sum_{k=1}^{n} f_{k}+r!f_{n} \sum_{k=0}^{n} f_{k} h_{r-1}(k)\right)=r!f_{n}\left(h_{r}(n)+g(n)\right)\right) .
$$

where $g^{r}(n)=\sum_{k=0}^{n} f_{k} h_{r-1}(k)$. Clearly, we have $h_{r}(n+1)-h_{r}(n) \sim f_{n} r h_{r-1}(n)$. For $g^{r}(n)$, we have $g^{r}(n+1)-g^{r}(n) \stackrel{\sim}{\sim} f_{n} h_{r-1}(n)$. As before, we find that $h_{r}(n) \sim r g^{r}(n)$, and we conclude that $f_{r+1}(n) \sim$ $(r+1)!f_{n} h_{r}(n)$. This proves the result.

Remark. From the result it follows that:
(i) for $\alpha>-1$,

$$
\frac{\left(u^{* k}\right)_{n}}{u_{n}} \sim n^{k-1} f_{n}^{k-1} \prod_{i=2}^{k} \mathrm{~B}(1+\alpha,(i-1)(1+\alpha)) \in \operatorname{RS}((k-1)(1+\alpha)) .
$$

(ii) for $\alpha=-1$,

$$
\frac{u_{n}^{* k}}{u_{n}} \sim k!\left(\sum_{i=0}^{n} f_{i}\right)^{k-1} \in \operatorname{RS}(0)
$$

It may be interesting to study general sequences that satisfy $\left(\left(u^{* 2}\right)_{n} / u_{n}\right) \in \operatorname{RS}(\theta)$ or $\left(\left(u^{* k}\right)_{n} / u_{n}\right) \in$ $\operatorname{RS}((k-1) \theta)$.

### 2.3.3 Examples

Our results can be applied for the logistic model where $u_{n}=1 /\left(1+\mathrm{e}^{n}\right)$. Here we have $u_{n}=f_{n} \mathrm{e}^{-n}$, where $f_{n} \rightarrow 1$. Theorem 3 (with $\alpha=0$ ) shows that

$$
\frac{\left(u^{* k}\right)_{n}}{\mathrm{e}^{-n} n^{k-1}} \rightarrow \prod_{i=2}^{k} \mathrm{~B}(1, i-1)
$$

Using $\mathrm{B}(x, y)=\Gamma(x) \Gamma(y) / \Gamma(x+y)$, we have $\mathrm{B}(1, i-1)=\Gamma(i-1) / \Gamma(i)=1 /(i-1)$, and we find that

$$
\frac{\left(u^{* k}\right)_{n}}{\mathrm{e}^{-n} n^{k-1}} \rightarrow \frac{1}{(k-1)!}
$$

In the case where $w_{n}=(n+1)^{\alpha} \mathrm{e}^{-\beta n}, n \geqslant 0$, we have $w_{n}=c^{n} f_{n}$ where $c=\mathrm{e}^{-\beta}$ and $\left(f_{n}=(n+1)^{\alpha}\right) \in$ $\mathrm{RS}(\alpha)$. For the $k$-fold convolution, we obtain the following results:
(i) If $\alpha>-1$, then

$$
\frac{\left(w^{* k}\right)_{n}}{\mathrm{e}^{-\beta n} n^{\alpha k+k-1}} \rightarrow \prod_{i=2}^{k} \mathrm{~B}(1+\alpha,(i-1)(1+\alpha)) .
$$

(ii) If $\alpha=-1$, then $\sum_{i=0}^{n} f(i) \sim \log (n)$ and

$$
\frac{n\left(w^{* k}\right)_{n}}{c^{n}(\log (n))^{k-1}} \rightarrow k!
$$

Now suppose that $X$ is a r.v. with d.f. $F(x)=\mathbf{P}(X \leqslant x)$, tail $\bar{F}(x)=1-F(x)$, and density $f$. Define $F \times G(x)=\int_{0}^{x} F(x-y) \mathrm{d} G(x)$, so that $F^{\times k}=F^{\times(k-1)} \times F$ and $\overline{F^{\times k}}=1-F^{\times k}$. We have the following result.
Proposition 5. Suppose that $f \in \operatorname{SHF}(\beta, \alpha)$ and let $g(x)=\mathrm{e}^{\beta x} f(x)$. Assume that $g \in \operatorname{RV}(\alpha)$.
(i) If $\alpha>-1$, then $\overline{\overline{F^{\times 2}}}(x) \sim \bar{F}(x) x g(x) \mathrm{B}(1+\alpha, 1+\alpha)$.
(ii) If $\alpha=-1$, then $\overline{F^{\times 2}}(x) \sim 2 \bar{F}(x) \int_{0}^{x} g(t) \mathrm{d} t$.

Proof. (i) Assume that $f(x)=\mathrm{e}^{-\beta x} g(x) \in \mathrm{L}(\beta)$. Using Proposition 2, we have $\bar{F}(x) \sim f(x) / \beta$. Corollary 2 gives that $f^{* 2}(x) \sim x f(x) g(x) \mathrm{B}(1+\alpha, 1+\alpha) \in \mathrm{SHF}(\beta, 2 \alpha+1)$. Taking integrals and using Proposition 2 , it follows that

$$
\overline{F^{\times 2}}(x) \sim f(x) x g(x) \frac{\mathrm{B}(1+\alpha, 1+\alpha)}{\beta} \sim \bar{F}(x) x g(x) \mathrm{B}(1+\alpha, 1+\alpha) .
$$

(ii) Again we have $\bar{F}(x) \sim f(x) / \beta$. Now Corollary 2 gives that $f^{* 2}(x) \sim 2 f(x) \int_{0}^{x} g(t) \mathrm{d} t \in \operatorname{SHF}(\beta,-1)$. Taking integrals and using Proposition 2, it follows that

$$
\overline{F^{\times 2}}(x) \sim \frac{2 f(x) \int_{0}^{x} g(t) \mathrm{d} t}{\beta} \sim 2 \bar{F}(x) \int_{0}^{x} g(t) \mathrm{d} t
$$

In the case of $k>2$ and $\alpha>-1$, Corollary 2 gives that $f^{* k}(x) \sim x^{k-1} f(x) g^{k-1}(x) C(\alpha, k) \in \mathrm{L}(\beta)$. Taking integrals and using Proposition 2, we obtain that

$$
\overline{F^{\times k}}(x) \sim \frac{1}{\beta} C(\alpha, k) x^{k-1} f(x) g^{k-1}(x) \sim C(\alpha, k) \bar{F}(x) x^{k-1} g^{k-1}(x) .
$$

In the case of $\alpha=-1$, we obtain that

$$
\overline{F^{\times k}}(x) \sim k!\bar{F}(x)\left(\int_{0}^{x} g(t) \mathrm{d} t\right)^{k-1}
$$

Remark. In the usual subexponential case we have that $\overline{F^{\times 2}}(x) \sim 2 \bar{F}(x)$. Our results show that it makes sense to study tails for which $\overline{F^{\times 2}}(x) / \bar{F}(x) \rightarrow \infty$. Our conditions give a result of this type together with the rate at which $\overline{F^{\times 2}}(x) / \bar{F}(x)$ tends to infinity. See Schmidli [17] for a different approach.

### 2.3.4 An upper bound without regular variation

In the next result we do not use regular variation to obtain an upper bound for $\left(u^{* k}\right)_{n}$ when $u_{n}=c^{n} f_{n}$, $0<c<1$.

## Lemma 1.

(i) Let $h_{n}=\sum_{i=0}^{n} f_{i}^{2}$ and $u_{n}=c^{n} f_{n}$. For all $k \geqslant 2$, we have $\left(u^{* k}\right)_{n} \leqslant c^{n} n^{(k-2) / 2} h_{n}^{k / 2}$.
(ii) Leth $(x)=\int_{0}^{x} f^{2}(t) \mathrm{d}$ t and $w(x)=\mathrm{e}^{-\beta x} f(x)$. For all $k \geqslant 2$, we have $w^{* k}(x) \leqslant \mathrm{e}^{-\beta x} x^{(k-2) / 2} h^{k / 2}(x)$.

Proof. (i) First, consider $k=2$. Using the Cauchy-Schwarz inequality, we have

$$
(u * u)_{n}=c^{n} \sum_{j=0}^{n} f_{j} f_{n-j} \leqslant c^{n} \sqrt{\sum_{j=0}^{n}\left(f^{2}\right)_{j} \times \sum_{j=0}^{n}\left(f^{2}\right)_{j}}=c^{n} h_{n} .
$$

This is the inequality for $k=2$. Assuming that the formula holds for $k=2,3, \ldots, m$, we consider $\left(u^{*(m+1)}\right)_{n}=$ $\left(u^{* m} * u\right)_{n}$, and we find

$$
\left(u^{*(m+1)}\right)_{n}=\sum_{j=0}^{n} c^{j} f_{j}\left(u^{* m}\right)_{n-j} \leqslant c^{n} \sum_{j=0}^{n}(n-j)^{(m-2) / 2} f_{j} h_{n-j}^{m / 2} .
$$

Now the Cauchy-Schwarz inequality leads to

$$
\left(u^{*(m+1)}\right)_{n} \leqslant c^{n} \sqrt{h_{n} \sum_{j=0}^{n} j^{(m-2)} h_{j}^{m}}
$$

Since $h_{j}$ is nondecreasing and since $j \leqslant n$, we find that

$$
\left(u^{*(m+1)}\right)_{n} \leqslant c^{n} \sqrt{h_{n} n n^{(m-2)} h_{n}^{m}}
$$

and we find that $\left(u^{*(m+1)}\right)_{n} \leqslant c^{n} n^{(m-1) / 2} h_{n}^{(m+1) / 2}$. This proves the result.
(ii) The proof of (ii) is similar.

## Remarks.

1. If $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$ with $2 \alpha>-1$, then $h_{n} \sim n f_{n}^{2} /(2 \alpha+1)$, and we find that

$$
\frac{\left(u^{* 2}\right)_{n}}{c_{n} n f_{n}^{2}} \leqslant \frac{h_{n}}{n f_{n}^{2}}=O(1), \quad \frac{\left(u^{* k}\right)_{n}}{c^{n} n^{k-1} f_{n}^{k}} \leqslant \frac{n^{(k-2) / 2} h_{n}^{k / 2}}{n^{k-1} f_{n}^{k}}=O(1)
$$

2. If $f \in \operatorname{RV}(\alpha)$ with $2 \alpha>-1$, then we have $h(x) \sim x f^{2}(x) /(1+2 \alpha)$,

$$
x^{(k-2) / 2}(h(x))^{k / 2} \sim(1+2 \alpha)^{-k / 2} x^{k-1} f^{k}(x),
$$

and $w^{* k}(x)=O(1) w(x)(x f(x))^{k-1}$.

## 3 Applications

### 3.1 Subordination

Let $N$ denote a r.v. with $\mathbf{P}(N=k)=p_{k}, k \geqslant 1$, and let $X$ denote a r.v. with density $w(x)$. Suppose that $N$ and $X$ are independent. If $X, X_{1}, X_{2}, \ldots$ are i.i.d., then for each $n \geqslant 1$, the sum $S_{n}=\sum_{i=1}^{n} X_{i}$ has the density $w^{* n}(x)$. The random sum $S_{N}$ has the density $g(x)=\sum_{n=1}^{\infty} p_{n} w^{* n}(x)$. Inspired by Schmidli [17], we prove the following result.
Theorem 4. Suppose that $\left(p_{n}\right) \in \mathrm{SS}$ and $w \in \operatorname{SHF}(\beta, \alpha)$. Let $h(x)=\mathrm{e}^{\beta x} w(x) \in \operatorname{RV}(\alpha)$ and assume that $\alpha>-1$. Then the subordinated density $g$ satisfies $g * g(x) / g(x) \rightarrow 2$.

Proof. We have $g * g(x)=\sum_{n=1}^{\infty}(p * p)_{n} w^{* n}(x)$. By assumption, $\left(p_{n}\right) \in \mathrm{SS}$. For $\epsilon \in(0,1)$, we can find $K$ such that

$$
2(1-\epsilon) p_{n} \leqslant(p * p)_{n} \leqslant 2(1+\epsilon) p_{n}, \quad n \geqslant K .
$$

Now we have

$$
g * g(x)=\sum_{n=1}^{K}(p * p)_{n} w^{* n}(x)+\sum_{n=K+1}^{\infty}(p * p)_{n} w^{* n}(x)=A+B .
$$

For the second term $B$, we have

$$
2(1-\epsilon) \sum_{n=K+1}^{\infty} p_{n} w^{* n}(x) \leqslant B \leqslant 2(1+\epsilon) \sum_{n=K+1}^{\infty} p_{n} w^{* n}(x),
$$

and it follows that

$$
2(1-\epsilon)(g(x)-C) \leqslant B \leqslant 2(1+\epsilon)(g(x)-C),
$$

where $C=\sum_{n=1}^{K} p_{n} w^{* n}(x)$. Now we consider $A+C=\sum_{n=1}^{K}\left((p * p)_{n}+p_{n}\right) w^{* n}(x)$. Since $p_{n} \leqslant 1$ and $(p * p)_{n} \leqslant 1$, we have $A+C \leqslant 2 \sum_{n=1}^{K} w^{* n}(x)$. By assumption, $w \in \operatorname{SHF}(\beta, \alpha)$ and $\alpha>-1$. Using Theorem 3 for $n=1,2, \ldots, K$, we have that

$$
w^{* n}(x) \sim C(\alpha, n) w(x)(x h(x))^{n-1}, \quad x \rightarrow \infty
$$

Hence we can find constants $M, x^{\circ}$ such that

$$
A+C \leqslant M w(x)(x h(x))^{K-1}, \quad x \geqslant x^{\circ} .
$$

It follows that

$$
\frac{A+C}{g(x)} \leqslant \frac{M w(x)(x h(x))^{K-1}}{\sum_{n=K+1}^{\infty} p_{n} w^{* n}(x)}=M \frac{1}{\sum_{n=K+1}^{\infty} p_{n} w^{* n}(x) / w(x)(x h(x))^{K-1}} .
$$

Now for each fixed $n \geqslant K+1$, as $x \rightarrow \infty$, we have

$$
\frac{w^{* n}(x)}{w(x)(x h(x))^{K-1}} \sim \text { const } \frac{(x h(x))^{n-1}}{(x h(x))^{K-1}}=\operatorname{const}(x h(x))^{n-K} \rightarrow \infty .
$$

Using Fatou's lemma, we conclude that $\lim \sup (A+C) / g(x)=0$. This proves the result.

### 3.2 Applications in queueing

Example 1. Consider a $G I / M / 1$ queue where the interarrival times have d.f. $A(x)$ with mean $\mu_{A}$ and the service times exponentially distributed with mean $1 / \mu$. The traffic intensity is given by $\rho=\left(\mu \mu_{A}\right)^{-1}$. Let the Laplace transform of $A$ be denoted by $\widehat{A}(s)$, and let $p$ denote the root of $p=\widehat{A}(\mu-\mu p)$. In the case where $A$ has a density $a(x)$, Prabhu [15, Thm. 16 (I.1.13)] showed that the idle period density of the $G I / M / 1$ queue is given by

$$
h(x)=\mu \mathrm{e}^{\mu(1-p) x} \int_{x}^{\infty} \mathrm{e}^{-\mu(1-p) y} a(y) \mathrm{d} y, \quad x \geqslant 0 .
$$

Now suppose that $a(x)=\mathrm{e}^{-\beta x} f(x) \in \operatorname{SHF}(\beta, \alpha)$. In this case we have

$$
\mathrm{e}^{-\mu(1-p) y} a(y)=\mathrm{e}^{-(\mu(1-p)+\beta) y} f(y) \in \operatorname{SHF}(\mu(1-p)+\beta, \alpha) .
$$

Now we can use Proposition 2 or Corollary 1 to obtain that

$$
\int_{x}^{\infty} \mathrm{e}^{-\mu(1-p) y} a(y) \mathrm{d} y \sim \frac{\mathrm{e}^{-(\mu(1-p)+\beta) x} f(x)}{\mu(1-p)+\beta}
$$

and it follows that

$$
h(x) \sim \mu \frac{\mathrm{e}^{-\beta x} f(x)}{\mu(1-p)+\beta}=\frac{\mu}{\mu(1-p)+\beta} a(x) .
$$

Example 2. Consider a $M / G / 1$ queue where the service times have d.f. $B(x)$ with mean $\mu_{B}$ and the interarrival times exponentially distributed with mean $1 / \lambda$. The traffic intensity is given by $\rho=\lambda \mu_{B}$. The distribution of the stationary waiting time is given by (cf. Asmussen [2])

$$
G(x)=(1-\rho) \sum_{n=0}^{\infty} \rho^{n} B_{0}^{* n}(x),
$$

where $B_{0}(x)$ is the equilibrium distribution given by

$$
B_{0}(x)=\frac{1}{\mu_{B}} \int_{0}^{x} \bar{B}(t) \mathrm{d} t .
$$

The equilibrium density is given by $b_{0}(x)=\bar{B}(t) / \mu_{0}$. The tail of $G$ is given by

$$
\bar{G}(x)=(1-\rho) \sum_{n=1}^{\infty} \rho^{n} \overline{B_{0}^{* n}}(x) .
$$

Now assume that $b_{0}(x)=\mathrm{e}^{-\beta x} f(x)$ where $f \in \operatorname{RV}(\alpha)$ and $\alpha<-1$. Also, assume that $\rho \int_{0}^{\infty} f(t) \mathrm{d} t<1$. Using Proposition 2, we have $\bar{B}_{0}(x) \sim b_{0}(x) / \beta=\bar{B}(x) /\left(\beta \mu_{B}\right)$. From Proposition 4 we also have that

$$
\frac{b_{0}^{* k}(x)}{b_{0}(x)} \leqslant K(1+\epsilon)^{k}\left(\int_{0}^{\infty} f(t) \mathrm{d} t\right)^{k-1} \quad \forall k \geqslant 1
$$

and that

$$
\frac{b_{0}^{* k}(x)}{b_{0}(x)} \rightarrow k\left(\int_{0}^{\infty} f(t) \mathrm{d} t\right)^{k-1} \quad \forall k \geqslant 1
$$

Taking integrals here, it follows that

$$
\frac{1-B_{0}^{* k}(x)}{1-B_{0}(x)} \leqslant K(1+\epsilon)^{k}\left(\int_{0}^{\infty} f(t) \mathrm{d} t\right)^{k-1}
$$

and

$$
\frac{1-B_{0}^{* k}(x)}{1-B_{0}(x)} \rightarrow k\left(\int_{0}^{\infty} f(t) \mathrm{d} t\right)^{k-1}
$$

Using dominated convergence, we obtain that

$$
\frac{1-G(x)}{1-B_{0}(x)} \rightarrow(1-\rho) \sum_{k=1}^{\infty} k \rho^{k}\left(\int_{0}^{\infty} f(t) \mathrm{d} t\right)^{k-1}=\frac{(1-\rho) \rho \int_{0}^{\infty} f(t) \mathrm{d} t}{\left(1-\rho \int_{0}^{\infty} f(t) \mathrm{d} t\right)^{2}}
$$

or equivalently that

$$
\frac{1-G(x)}{1-B(x)} \rightarrow \frac{(1-\rho) \rho \int_{0}^{\infty} f(t) \mathrm{d} t}{\beta \mu_{B}\left(1-\rho \int_{0}^{\infty} f(t) \mathrm{d} t\right)^{2}}
$$

## 4 Concluding remarks

1. It may be interesting to study sequences $\left(u_{n}\right)$ such thath $\left(u^{* 2}\right)_{n} / u_{n} \rightarrow \infty$.
2. We plan to study more general sequences (and functions) of the form $u_{n}=\mathrm{e}^{-a(n)} f_{n}$ where $\left(f_{n}\right) \in \operatorname{RS}(\alpha)$ and $a(n) \rightarrow \infty$.
3. In the future we plan to study also the bivariate case. In the case of functions, for example, we assume that $w(x, y)=\mathrm{e}^{-\alpha x-\beta y} f(x, y), x, y, \alpha, \beta>0$, where $f$ is a bivariate (regularly varying) function. As in Lemma 1, we can prove that, for general functions $f$, we have $w^{* k}(x, y) \leqslant \mathrm{e}^{-\alpha x-\beta y}(x y)^{(k-2) / 2}(h(x, y))^{k / 2}$, $x, y \geqslant 0$, where $h(x, y)=\int_{0}^{x} \int_{0}^{y} f^{2}(u, v) \mathrm{d} u \mathrm{~d} v$.
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[^0]:    ${ }^{1}$ For ease of use, but with a slight abuse of convention, by expressions of the form $a_{n} \sim b_{n} \in \operatorname{RS}(\alpha)$ we mean that $a_{n} \sim b_{n}$ and $\left(a_{n}\right) \in \operatorname{RS}(\alpha)$.

[^1]:    ${ }^{2}$ The notation $a \leqslant \lim \binom{$ sup }{ inf }$f(x) \leqslant b$ means that $a \leqslant \lim \inf f(x)$ and $\lim \sup f(x) \leqslant b$ both hold.

