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Abstract 

Performance monitoring (PM) entails the continuous evaluation of actions and their outcomes. 

At the electrophysiological level, PM has been consistently related to two event-related brain 

potentials (ERPs): the Feedback-Related Negativity (FRN) and the P3. In a previous within-

subject crossover design study, we showed that feedback’s goal impact (i.e., its importance to 

one’s goal) modulated these ERP components, yet in opposing directions. Although high goal 

impact was associated with a larger P3, the preceding FRN had a lower amplitude than in the 

low impact condition. We sought to extend these findings here by adopting a between-subjects 

design for a pure goal impact manipulation. Sixty-eight participants completed a Go/No Go 

Task while 64-channel electroencephalography was recorded concurrently. They were 

randomly assigned to either a high or low goal impact condition, manipulated through 

instructions on the supposed task’s diagnosticity, while reward probability was kept similar 

between conditions. Replicating our previous results, we found that high goal impact yielded a 

marginally lower FRN, but substantially larger P3 during PM than low goal impact, without 

arousal or performance differences. Moreover, a principal component analysis confirmed these 

opposing directions of goal impact modulation. Overall, these results dovetail with the 

assumption that goal impact influences PM processes.  

 

Keywords: ERP; FRN; P3; PCA; Performance monitoring; Goal impact  



1 
 

1. Introduction 

 

Performance monitoring (PM) is an utmost important cognitive process. Successful 

execution of goal-directed actions proves to be challenging in a continuously changing 

environment, especially because errors and conflicts are inevitable. Individuals must, therefore, 

rely on an adapted cognitive system that swiftly detects errors or conflicts and allows for 

implementation of corrective mechanisms to make sure goals are eventually achieved. It is for 

this reason that PM has been a ubiquitous subject of scientific inquiry for years (Koban & 

Pourtois, 2014; Ullsperger, 2017; Ullsperger et al., 2014a, 2014b). Current models posit PM as 

a feedback loop in which discrepancies between the desired and actual action outcomes are 

evaluated to activate cascades of remedial processes and ensure optimal future outcome 

predictions (Ullsperger, 2017; Ullsperger et al., 2014b). This process is immensely dynamic 

and pliable as it exploits any information or cues relating to internal states (such as erroneous 

response) and external events or incentives (such as feedback indicating loss; Koban & 

Pourtois, 2010; Ullsperger, 2017; Ullsperger et al., 2014a; 2014b).  

An abundant body of event-related potential (ERP) research has implicated medial-frontal 

potentials that serve as electrophysiological signatures of the internal and external systems of 

PM. The internal or motor-based processing is best captured by two response-locked 

negativities: the Error-Related Negativity (ERN) and the Correct Related Negativity (CRN). 

The ERN is a phasic, negative deflection over the fronto-central electrodes along the midline 

elicited shortly after error commission (Falkenstein et al., 1990; Gehring et al., 1993). The CRN 

is a similar but smaller negative deflection usually observed after correct responses and elicited 

during a similar interval as the ERN (Allain et al., 2004; Vidal et al., 2000). In the case that 

internal evidence is lacking or has not properly accumulated, information from external 

feedback can also be exploited during PM (Ullsperger et al., 2014b; Walentowska et al., 2016). 

The external or feedback-based processing, which is the primary focus of this study, is 
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manifested in the Feedback-Related Negativity (FRN). The FRN is a phasic, negative deflection 

over the fronto-central locations along the midline elicited by negative performance feedback 

at 250-300 ms after its onset, sharing many similarities with the ERN (Miltner et al., 1997). The 

amplitude of this component is suggested to be highly sensitive to the feedback valence, being 

larger for negative than positive feedback (Miltner et al., 1997; Nieuwenhuis et al., 2004), as 

well as for monetary losses than gains (Gehring & Willoughby, 2002). Additionally, feedback 

expectedness seems to also modulate FRN amplitude, with unexpected feedback eliciting larger 

negativity than expected ones (Ferdinand et al., 2012; Hajcak et al., 2007; von Borries et al., 

2013). Studies attempting to source-localize the FRN generator have usually pinpointed a dorsal 

region of the anterior cingulate cortex, which is also the main intracranial generator of the ERN 

(Gehring & Willoughby, 2002; Gentsch et al., 2009; Cavanagh et al., 2010; Ullsperger, 2017).  

The FRN is typically followed by a positive component referred to as P3 (Polich, 2007; 

Ullsperger, 2017; Ullsperger et al., 2014b). The P3 is a broad, positive deflection over a midline 

scalp distribution, peaking at 300-600 ms after stimulus onset (Desmedt et al., 1965; Polich, 

2007; San Martin, 2012; Sutton et al., 1965). This component is observed to be highly sensitive 

to motivationally relevant events (Nieuwenhuis et al., 2005; San Martin, 2012). In PM studies, 

the increase in the P3 amplitude has been suggested to relate to greater processing of the 

motivational significance of the feedback or updating of the action value (Fischer & Ullsperger, 

2013; Ullsperger et al., 2014b; Ullsperger, 2017).  

The functional significance of the FRN and P3 during PM remains to be a central question 

in the literature (Hajihosseini & Holroyd, 2013; Proudfit, 2015; Ullsperger et al., 2014b; San 

Martin, 2012). With respect to the FRN, it is still debated whether amplitude variations of this 

early component of PM are associated with specific emotional features, specific cognitive 

features, or a blend of both. Some authors claim that FRN mainly codes for the feedback 

valence, independent of its expectedness (e.g., Hajcak et al., 2007; von Borries et al., 2013), 
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whereas others posit that it codes for the feedback expectedness, irrespective of its valence (e.g., 

Donkers et al., 2005; Ferdinand et al., 2012; Oliveira et al., 2007). A recent, alternative proposal 

is that goal relevance is involved in the modulation of FRN amplitude, in addition to or instead 

of valence and expectedness alone (e.g., Gentsch et al., 2013; Osinsky et al., 2017; Bennett et 

al., 2016; Fischer & Ullsperger, 2013; Severo et al., 2017; Walentowska et al., 2016). Goal 

relevance is a central construct in psychology and neuroscience that can account for a wide 

range of phenomena, including PM (Eitam & Higgins, 2010; Frijda, 1986; Folk & Remington, 

2008; Moors, 2007; Mansouri et al., 2017). Under this framework, the evaluation of actions 

during PM can be viewed as not solely depending on their valence (whether they are congruent 

or incongruent with goals) or their expectedness (whether they are congruent or incongruent 

with expectations), but also on the degree to which they are relevant for our goals. In our 

previous work (Severo et al., 2017; Walentowska et al., 2016, 2018), we have scrutinized and 

dissected the concept of goal relevance into three partly dissociable factors: (a) task relevance, 

which is the degree to which the feedback stimulus allows for the implementation of a task goal, 

(b) goal impact, which is the degree of goal satisfaction (or dissatisfaction) signaled by the 

feedback stimulus and which likely depends on the value of the goal, and (c) goal 

informativeness or trustworthiness, which is the degree to which the feedback stimulus reliably 

informs about or signals goal satisfaction (or dissatisfaction).  

In Severo et al. (2017), we capitalized on a within-subject crossover design experiment 

wherein the performance feedback for two tasks had either high or low impact on the goals of 

maintaining one’s social status or self-esteem (i.e., the second meaning of goal relevance). 

Participants completed speeded versions of the Go/No Go Task (see Aarts & Pourtois, 2012) 

and the Simon Task (Simon & Rudell, 1967) that yielded similar reward probability (i.e., 

frequent negative feedback and infrequent positive feedback), but systematically differed in 

goal impact (by assigning high vs. low diagnosticity of the tasks for important life functioning 
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and by the presence vs. absence of social comparison). The ERP results revealed amplitude 

modulation at the FRN and P3 levels in the absence of differences in arousal or task engagement 

of the participants (i.e., the behavioral indices) between the two goal impact conditions. When 

feedback had high impact (regardless of its valence), the FRN amplitude was generally 

decreased compared to the low impact condition. We tentatively interpreted this result as 

reflecting the activation of a self-protective strategy by the participants (Alicke & Sedikides, 

2011; Leary et al., 2009; Sedikides & Green, 2009; Sherman & Cohen, 2006). This self-

protection could have occurred because negative feedback prevailed throughout the session and 

could have threatened the participants’ self-image or social status, especially in the high goal 

impact condition. Although speculative, this interpretation fits nicely with earlier studies 

showing that individuals use various defensive strategies to keep a positive view of themselves, 

especially when faced with threats and failures (Hoefler et al., 2015; Sedikides & Green, 2004; 

Wentura & Greve, 2004). An example of such recourse is deliberate ignorance (i.e., the 

intentional choice not to seek or use information), which has been suggested to have some 

benefits for learning and performance (Hertwig & Engel, 2016; Huck et al., 2015; Shen et al., 

2015).  

Interestingly, this FRN effect was accompanied by an opposite P3 effect. Regardless of 

valence, a larger P3 amplitude was observed for the high than for the low impact condition, 

which possibly suggested the assignment of a higher motivational significance to the feedback 

in the former condition, despite the use of this self-protective strategy (Bellebaum et al., 2010; 

Gu et al., 2011; Nieuwenhuis et al., 2005). Taken together, the opposite ERP results suggest 

that the lower monitoring of feedback at the FRN level was however accompanied by a stronger 

processing of its motivational significance at the P3 level (Severo et al., 2017).  

In the current study, we aimed to replicate and extend this pattern of ERP findings, using 

an improved methodology. One constraint of the previous design was that the goal impact 
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manipulation (high vs. low) could not be fully orthogonalized with the type of experimental 

task (Go/No Go task vs. Simon task). As a result, it remained somewhat hard to disentangle the 

goal impact effect from task-specific effects. To overcome this potential problem, the current 

experiment adopted a between-subjects design experiment in which participants in both impact 

conditions carried out exactly the same task but only received different instructions regarding 

the task’s diagnosticity for important life functioning. Moreover, we no longer presented 

comparative performance information in the current study. In this way, a pure goal impact effect 

was ensured and possible unwanted carry-over effects from one goal impact condition to 

another were avoided (although a control analysis including order as factor failed  to  confirm  

this  interpretation in our previous study; see Severo et al., 2017). 

We hypothesized that high compared to low impact would be associated with a lower FRN 

but larger P3 component (see Severo et al., 2017). Further, peripheral arousal and performance 

should be matched between the two groups, thereby ruling out the possibility that the observed 

effects at the ERP level during PM could simply be explained by these factors. To assess 

whether our goal impact manipulation produced measurable changes at the conscious level, we 

also used a short version of the Intrinsic Motivation Inventory (IMI; Ryan, 1982), where we 

contrasted ratings prior to and after task execution for the two groups separately. For 

completeness, we also analyzed and reported the results for the response-locked ERP 

component data (i.e., ERN and CRN).  

 

2. Materials and Methods  

 

2.1 Participants  

Seventy-eight healthy, right-handed, university students with normal or corrected-to-

normal vision, who did not report neurological or psychiatric diseases or treatment, were 

recruited in the current study. They were randomly assigned to one out of two goal impact 
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conditions (i.e., high vs. low impact). Ten participants had to be removed from the analysis due 

to the following reasons: One had been exposed to the same task in another experiment prior to 

the current testing, four had excessive noise and artifacts during the electrophysiological 

recording, and five had poor task performance1. This resulted in a total sample of 68 

participants2. Table 1 summarizes the main characteristics of the participants for the two impact 

conditions. All participants received a fixed €20 compensation and gave written informed 

consent. The study was approved by the local ethics committee of Ghent University.  

 

 

 

HIGH IMPACT LOW IMPACT t-test p d 

N 34 34    

Age 22.76 (±2.87) 22.65 (±2.95) 0.16 0.868  

Gender ratio 23F/11M 22F/12M    

BIS/BAS scales      

BAS – Drive 11.03 (±2.73) 12.29 (±2.30) -2.07 0.042a -0.503 

BAS – Fun-Seeking 11.97 (±2.14) 12.47 (±2.00) -0.99 0.323 -0.241 

BAS – Reward Responsiveness 17.53 (±2.05) 17.35 (±2.53) 0.32 0.753 0.077 

BIS 23.29 (±3.10) 21.97 (±4.92) 1.33 0.189 0.322 

LSAS 48.8 (±16.49) 39.9 (±19.53) 2.05 0.045b 0.496 

RSES 19.68 (±4.99) 19.59 (±5.60) 0.07 0.946 0.017 

 
Table 1.  Participant sample and characteristics. The table summarizes the sample size, the age, the gender ratio, 

and the dispositional measure scores of participants in each of the two impact groups. The means (standard 

deviations) are provided. Independent samples t-test differences are reported for the BIS/BAS scales, with the 

corresponding subscales (df = 66), LSAS (df = 66), and RSES (df = 66). a Note that a Bonferroni correction was 

applied to control for the familywise error rate of the BIS/BAS scales (from the 4 subscales compared). b An 

additional control analysis was performed to confirm that the group difference found at the P3 level was mostly 

explained by the goal impact manipulation, but not by this unexpected group difference along the LSAS (see 

footnote pp. 22-23).  

                                                           
1 Hit rate accuracy of these participants was 3 S.D. below the mean of the group; hence, they were considered 

outliers.        
2 The final sample size (N=68) was determined via a power analysis performed in MorePower v. 6.0 (Campbell & 

Thompson, 2012). The calculation was based on the effect size of our previous study (Severo et al., 2017) used as 

prior and a power of 80%. 
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2.2 Experimental design  

We devised a between-subjects design experiment in which two groups performed a 

speeded version of an extensively validated Go/No Go Task (see Aarts & Pourtois, 2010, 2012; 

Koban et al., 2012; Pourtois, 2011; Severo et al., 2017; Vocat et al., 2008; Walentowska et al., 

2016, 2018). Like in our previous study (Severo et al., 2017), this task was presented as a self-

regulation measure. We assumed that feedback of performance on this task would impact on 

participant’s goal for self-esteem, a goal that is valued by most people (see Baumeister et al., 

2003; Rosenberg et al., 1995). Importantly, the two groups were relayed different instructions 

on the diagnosticity of the task for successful life functioning. Participants in the high impact 

group were informed that current scientific research shows a positive link between self-

regulation ability and academic grades amongst students. Moreover, an autobiographical recall 

technique (Selimbegovic et al., 2011) was employed to further prime the goal of maintaining 

good self-regulation ability: They were asked to recall a specific real-life experience in which 

they successfully exerted self-regulation. Participants in the low impact group were neither 

provided with information about the relationship of the task to academic success nor were they 

submitted to the autobiographical recall technique. We assumed that the different treatments in 

both conditions would induce different degrees of impact of the performance feedback on the 

goal for self-esteem. Although both groups had the impression of doing a task that is relevant 

for their self-esteem (diagnostic of self-regulation), only participants in the high impact 

condition took it as an indicator of an important life function (academic success). This should 

make performance monitoring more compelling for participants in this condition.  

2.3 Stimuli and task 

The Go/No Go task was programmed in E-prime V2.0 (Psychology Software Tools Inc., 

Sharpsburg, PA), and was presented on a 21-inch CRT screen. This task entailed participants 

to respond as fast and as accurately as possible before an arbitrary deadline so as to receive 
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positive feedback. An online adaptive algorithm was used to systematically vary the response 

deadline trial by trial, creating high uncertainty in deciphering one’s reaction times (RTs). The 

ambiguity of the RTs enforced participants to rely on the external feedback stimulus to infer 

whether the outcome of their actions was positive or goal congruent (i.e., the response was 

correct and fast), or not (i.e., the response was correct but too slow or it was incorrect).  

Fig. 1A depicts a sample trial sequence of the task. A fixation cross on a white background 

appeared on the screen for 500 ms to indicate the beginning of a trial. This was followed by an 

upward- or downward-orienting black arrow that served as a ‘cue’, jittered at a duration 

between 1000 to 2000 ms. The change in the color and orientation of this cue afterwards 

critically defined the trial type: On Go trials, a green arrow with an unchanged orientation 

served as a ‘target’ that required a quick press of a predefined key on the response box with the 

index finger of the right hand. On No Go trials, a green arrow with a flipped orientation or a 

turquoise arrow with an unchanged orientation served as ‘non-targets’ that required suppression 

of a key press. Both the target and non-targets were displayed on a white background at a 

maximum duration of 1000 ms. A black frame appeared around the target (or the non-target) 

for 1000 ms to signify that a response/press was made, regardless of accuracy. This event served 

as a response-feedback interval. In the absence of a key press, the target (or the non-target) was 

shown without a black frame at its maximum duration. The trial concluded with the presentation 

of a symbolic feedback stimulus for 1000 ms. On each and every trial, participants received one 

out of three possible color-coded dots on a white background centered on the screen as feedback 

stimulus (see Fig. 1B) subsequent to the given response or withdrawal from response. A green 

dot, signifying positive feedback, was presented for correct and fast responses to Go trials (‘fast 

hit’) and successful withholding of responses to No Go trials (‘correct inhibition’). A red dot, 

indicating negative feedback, was provided for correct but slow responses (‘slow hit’) or a lack 

of responses (‘omission’) to Go trials and non-inhibition of responses (‘false alarm’) to No Go 
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trials. Finally, a colorless dot was given for a small portion of fast and slow hits to Go trials. 

Participants were informed beforehand that they would see this feedback because at times the 

program could not quickly delineate fast and slow responses given the speeded nature of the 

task. Hence, this rare feedback was not informative about the speed of their response (i.e., they 

were either fast or slow). This feedback type was added to provide an indirect check that the 

high impact goal would not simply be associated with a reduced processing of feedback in 

general. However, we reckoned that because of the low probability of this feedback type, the 

corresponding ERP components would be qualitatively different compared to the ones recorded 

for the more regular informative (negative or positive) feedback. The task consisted of 4 blocks, 

each having 62 trials. The trial types were in the following proportions: 46 Go trials and 16 No 

Go trials. The Go trials were further subdivided into 40 typical trials in which participants 

received either a positive or a negative feedback contingent to their actual response, while the 

remaining 6 were trials on which they received uninformative feedback.  

We implemented an online adaptive algorithm previously developed by Vocat et al. (2008). 

Participants were not informed about the algorithm that determined the response deadline 

procedure in the Go trials. The RT limit was set to 300 ms at the start of each block. Thereafter, 

this limit was calibrated trial by trial based on the average of the current and previous RT. The 

calibration ensured stringent delineation of fast and slow hits, leading to a smaller percentage 

of the former (1/3) than the latter (approximately 2/3). Accordingly, positive feedback was less 

frequent compared to negative feedback. The implementation of this algorithm proved to be 

advantageous in motivating participants to rely on the feedback stimulus provided to them on 

every trial. Additionally, it encouraged high involvement in the task as reward probability was 

low, and self-efficacy was therefore challenged (Aarts & Pourtois, 2010, 2012; Atkinson & 

Feather, 1966; Dhar & Pourtois, 2011; Dhar et al., 2011; Koban et al., 2010; 2012; Vocat et al., 

2008; Walentowska et al., 2016, 2018).  
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Figure 1.  Speeded Go/No Go Task trial sequence. (A) An illustration of a sample trial sequence of the task for a 

Go trial followed by a hit (see Methods): Every trial started with a fixation cross displayed for 500 ms, followed 

by a black arrow that served as a cue in a jittered duration of 1000 to 2000 ms. The target ensued for a maximum 

duration of 1000 ms. Participants were instructed to press a predefined key of the response box as quick as possible. 

A black frame around the target marked the key press and remained on the screen for 1000 ms as a response-

feedback interval. Lastly, a color-coded dot that served as a feedback stimulus was provided to the participants 

consequent to their motor response. (B) Three types of feedback stimuli were used: a green dot signifying positive 

feedback for fast hits and correct inhibitions, a red dot indicating negative feedback for slow hits, false alarms, and 

omissions, and a colorless dot denoting uninformative feedback for a small portion of Go trials (i.e., 6 out of the 

46 trials in a block). Participants were informed beforehand that they would see this rare feedback because the 

program at times cannot swiftly delineate fast from slow responses given the speeded nature of the task.  

 

2.4 Subjective ratings  

We used two sets of questions. A first set of questions were taken from the Intrinsic 

Motivation Inventory (IMI; Ryan, 1982) and probed for differences in the groups’ overall 

experience of the task. We presented questions asking about the amount of effort participants 

put in the task to be able to examine the self-protection account. This account was inspired by 

earlier studies demonstrating the tendency of individuals to discount performance against self-

threatening information to protect a generally held positive self-view (e.g., Frankel & Snyder, 

1978; Miller, 1976; Pyszczynski & Greenberg, 1983). A second set of questions probed for 
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differences in the groups’ experiences of the performance feedback. Specifically, we asked our 

participants to evaluate their actions and how much they liked each of the feedback types.  

2.4.1 IMI 

The IMI is a multidimensional measure for self-reported experience to a target activity in 

experiments (Ryan, 1982). It taps into motivational constructs central to the Self-Determination 

Theory (see Ryan & Deci, 2000) and has been employed in various self-regulation and intrinsic 

motivation studies (e.g., Deci et al., 1994; Plant & Ryan, 1985; Ryan, 1982; Ryan et al., 1990, 

1991, 1983). It consists of seven subscales (which are each comprised of a varied number of 

items): interest/enjoyment, perceived competence, effort, value/usefulness, felt tension, 

perceived choice, and relatedness to others. Individuals rate these dimensions concerning an 

experimental task or activity (McAuley et al., 1989; Ryan, 1982). 

We selected seven items of this questionnaire and asked participants of both impact groups 

to rate them both prior to the Go/No Go Task (pre-IMI; once some practice trials were 

completed) and after its completion (post-IMI). The items were: (1) ‘I put a lot of effort into 

this task’, (2) ‘I am satisfied with my performance at this task’, (3) ‘I believe this activity could 

be of some value to me’, (4) ‘I thought this activity was quite enjoyable’, (5) ‘I did this activity 

because I wanted to’, (6) ‘It was important to me to do well at this task’, and (7) ‘I felt very 

tense while doing this activity.’ Note, however, that the items were formulated in the future 

tense for the pre-IMI (except item 7) in anticipation of the task (e.g., ‘I want to put a lot of effort 

into this task’). Each item was rated on a 7-point Likert scale, ranging from 1 (not at all true) 

over 4 (somewhat true) to 7 (very true). Items 1 and 6 played a crucial role in this study. These 

were the items subsumed by the effort/importance subscale of the IMI.  

2.4.2 Feedback evaluation  

Similar to our previous study (Severo et al., 2017), we probed for possible differences 

between the two impact groups with regard to their evaluation of their actions and liking of the 
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feedback types. Participants rated the following questions relating to: (1) disliking committing 

errors (‘How much did you dislike making errors in this task?’), (2) liking making correct 

responses (‘How much did you like making correct responses in this task?’), (3) disliking 

receipt of negative feedback (‘How much did you dislike receiving negative feedback in this 

task?’), (4) liking receipt of positive feedback (‘How much did you like receiving positive 

feedback in this task?’), (5) informativeness of the feedback (‘In general, how important was 

the feedback to inform your behavior, i.e., accuracy and speed?’), and (6) (dis)liking of the 

uninformative feedback (‘How much did you dislike/like the neutral feedback?’). Ratings were 

obtained using visual analog scales (VAS), which ranged from 0 (not at all) to 100 (a lot) for 

items 1 to 5, and from 0 (dislike) to 100 (like) for item 6.  

2.5 Procedure 

Participants attended the session individually. They signed an informed consent and were 

prepared for the recording. The experimenter attached the electroencephalography (EEG) and 

electrocardiography (ECG) sensors to the participants and guided them to a dimly lit, sound-

attenuated, and electrically-shielded cabin for the testing. The entire experimental procedure 

was computerized and was administered to them while seated at a viewing distance of ∼80 cm 

from the monitor. The session proceeded with the 5-min resting-state ECG recording to 

determine the baseline arousal level of the participants. Afterwards, they were informed that 

the study was about self-regulation. The manipulation of goal impact was carried out at this 

point, with the two impact groups receiving different information about the importance of self-

regulation and the task (see here above). Next, both impact groups were exposed to a procedure 

aimed at fostering autonomous motivation (see Legault & Inzlicht, 2013). This was inspired by 

numerous studies that suggested the role of autonomy in enhancing goal-related performance 

and self-regulatory pursuits in several domains (e.g., Guay et al., 2008; Legault & Inzlicht, 

2013; Moller et al., 2006; Vansteenskiste et al., 2004). In line with the study of Legault and 
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Inzlicht (2013), participants in both impact groups were introduced to three tasks presented as 

measuring their self-regulation ability and were asked to select one of them that they wanted to 

complete for the session. Unbeknownst to them, each of the options eventually led to the same 

task (i.e., Go/No Go Task). Participants received instructions about the chosen task, which 

included information on the diagnosticity of the performance score for future outcomes. 

Participants were informed that they would receive a score, which was a combination of their 

speed and accuracy. The score was delivered cumulatively and was averaged across the blocks. 

The average score was communicated to the participants as their overall performance score. 

They were told that an overall performance score above 40% would mean excellent self-

regulation ability (while a score below this benchmark would mean poor ability). Participants 

conducted a practice run of 34 trials to familiarize them with the task, followed by the pre-IMI 

questions. Participants subsequently completed four blocks of the task and were presented with 

their overall performance scores. This was followed by the administration of the post-IMI 

questions and the questions probing for feedback evaluation. The session concluded with 

another 5-min resting-state ECG recording to determine the post-task arousal level of the 

participants. Once all the electrophysiological sensors had been removed, participants filled out 

Dutch versions the Behavioral Approach System/Behavioral Inhibition System Scales 

(BIS/BAS; Carver & White, 1994; Franken, 2002), the Liebowitz Social Anxiety Scale (LSAS; 

Liebowitz, 1987; van Vliet, 1999), and the Rosenberg Self-Esteem Scale (RSES; Rosenberg, 

1965; Franck et al., 2008). A debriefing email was sent to them after all participants had been 

tested. 

2.6 Data acquisition 

The EEG and ECG were recorded continuously throughout the experiment at a sampling 

rate of 512-Hz using a BIOSEMI Active-Two system (BioSemi B. V., Amsterdam, the 

Netherlands) with 64 Ag-AgCl (silver-silver chloride) electrodes. The CMS (Common Mode 
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Sense) and DRL (Driven Right Leg) electrodes were used online as reference and ground 

electrodes. The 64 EEG electrodes were mounted in an elastic cap in accordance with the 

extended International 10-20 EEG system. The 2 ECG electrodes were attached on the left side 

of the chest cavity, one just below the right clavicle and the other on the lower torso. The vertical 

and horizontal electrooculogram (EOG) signals were monitored from 4 auxiliary electrodes 

placed above and below the left eye and on the outer canthi of both eyes, respectively. Another 

2 auxiliary electrodes were placed on the left and right mastoids.  

 

2.7 Data reduction and analysis 

2.7.1 ECG  

The raw ECG signal was processed offline using Brain Vision Analyzer 2.0 (Brain 

Products, GmbH, Munich, Germany), following a standard data transformation sequence 

(Laborde et al., 2017; Task Force of the European Society of Cardiology and the North 

American Society of Pacing and Electrophysiology, 1996). First, a standard subtraction 

procedure was applied to the signal to determine the difference between the two ECG 

electrodes. Next, the data were segmented to the following epochs of interest: (a) baseline 

recording, (b) task blocks recording, and (c) post-task recording. Then, the segments were 

subjected to a heart rate variability (HRV) analysis using ARTiiFACT software (Kaufmann et 

al., 2011). HRV serves as a marker for small beat-to-beat changes in the heart rate due to the 

interplay of the sympathetic and parasympathetic branches of the autonomic nervous system 

(Appelhans & Luecken, 2006; Lane et al., 2009; Task Force of the European Society of 

Cardiology and the North American Society of Pacing and Electrophysiology, 1996; Thayer et 

al., 2009). The analysis began with an automated R-peak detection and IBI extraction. 

Afterwards, the extracted IBIs underwent artifact detection and correction via cubic spline 

interpolation of neighboring IBIs. Then, from the corrected IBIs, the root mean square of 
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successive difference (RMSSD) values were determined. The RMSSD is the most frequently 

employed HRV parameter in the time domain (Task Force of the European Society of 

Cardiology and the North American Society of Pacing and Electrophysiology, 1996). This 

parameter was further submitted to a log transformation (log10) to adjust for the unequal 

variance prior to statistical analysis (Laborde et al., 2017). A lower RMSSD during the 

experimental task relative to the baseline recording suggests an increased arousal level. 

Conversely, a higher RMSSD during the experimental task relative to the baseline recording 

indicates a decreased arousal level.  

  

2.7.2 EEG 

2.7.2.1 Preprocessing  

The raw EEG signal was processed offline using Brain Vision Analyzer 2.0, following a 

standard data transformation sequence (Keil et al., 2014). First, the signal was notch-filtered at 

50-Hz whenever deemed necessary and was re-referenced via linked-mastoids. Bad channels 

were interpolated using a spherical spline interpolation technique (order of splines = 4, max. 

degree of Legendre polynomials = 10, lambda = 1e-5). The interpolation was limited to 6 

electrodes (which constitutes 9.3% of the total channels). Then, a high-pass filter of .1 Hz with 

a roll-off slope of 24 dB/octave (i.e., fourth-order filter) was applied. Next, the data were 

segmented to the following epochs of interest: (a) -500/+1000 ms segmentation around the 

stimulus onset for feedback-locked ERPs and (b) -500/+500 ms segmentation around the 

response onset for response-locked ERPs. The segmented data were then subjected to an eye-

blink artifact correction (Gratton et al., 1983) and to a baseline correction comprised of (a) a 

pre-stimulus baseline correction (from -500 ms to feedback onset) and (b) a pre-response 

baseline correction (from -500 to -300 ms prior to the response onset). Then, a semi-automatic 

artifact rejection was implemented by applying a criterion of ±100 μV. Averaging of ERPs 
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ensued, with the feedback-locked ERPs averaged per each feedback type and impact condition 

and the response-locked ERPs averaged per each response type and impact condition. Table 2 

summarizes the number of trials retained for ERP averaging per condition, along with the 

standard deviation and minimum number used. Finally, a 30-Hz low-pass digital filter with a 

roll-off slope of 24 dB/octave was applied to the averaged ERPs.  

 

 

ERPs 

IMPACT 

t-test p HIGH LOW 

1. Feedback-locked ERP     

 Negative feedback  77 (±18.8; 41) 84 (±23.2; 36) -1.496 0.139 

 Positive feedback 47 (±15.8; 16) 44 (±15.6; 15) 0.735 0.465 

 Uninformative feedback 20 (±2.9; 12) 21 (±3.4; 11) -0.382 0.703 

2. Response-locked ERP     

 Errors 19 (±9.7; 8)* 18 (±7.7; 7) 0.761 0.449 

 Hits (collapsed Fast & Slow Hits) 131 (±23.8; 47) 136 (±19.4; 96) 1.997 0.349 

 

Table 2.  Mean number of trials retained per ERP and condition. The table summarizes the number of trials used 

for ERP averaging (i.e., either feedback-locked or response-locked) per condition, with the means (±1 SD and 

minimum) reported separately for the two impact groups. Statistical analyses confirmed that both groups had 

similar numbers of trials/segments included in the ERP averages per condition, as indicated by the corresponding 

t-test and p value. *One subject did not have enough error trials for averaging. This missing data was replaced by 

the condition-specific average of the group.   

 

2.7.2.2 ERPs 

The quantification of the ERP components was primarily based on our prior work (Severo 

et al., 2017; Walentowska et al., 2016), particularly for the a priori selection of the time 

windows and electrode positions. For both impact groups, the feedback-locked ERPs included 

the positive feedback following fast hits, the negative feedback following slow hits, and the 

uninformative feedback. Feedback following correct inhibitions and false alarms were excluded 

from the analysis because (a) they lacked systematic post-feedback onset ERP effects, (b) they 
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were rare events, and (c) they were deemed uninformative because participants could easily 

assess accuracy of their actions by relying mainly on internal monitoring (see Koban et al., 2012 

for a clear demonstration). We extracted the FRN and P3 components from the feedback-locked 

ERPs. Previous ERP studies have reported maximum FRN amplitude at fronto-central electrode 

locations (Ullsperger et al., 2014a). Therefore, we measured the mean voltage of the amplitude 

of FRN at channel FCz between 250-300 ms after feedback onset for all the feedback types3. 

We determined the mean voltage of the amplitude of the P3 component at channel Pz between 

300-400 ms after feedback onset for the positive and negative feedback. A similar quantification 

of component was performed for the uninformative feedback, but at a later time window. A 

visual inspection revealed a delayed P3 peak for this feedback type. Therefore we extracted the 

component instead between 440-540 ms after feedback onset. The values for the positive and 

negative feedback were tested separately from the values for the uninformative feedback type. 

The FRN and P3 amplitude values exceeding 2.5 standard deviations from the mean of valence-

specific conditions of each impact group were treated as outliers. These outlier data points 

corresponded to 2.45% of the entire data set for the FRN (i.e., n = 5 across three feedback-type 

conditions for the two impact groups) and to 0.49% for the P3 (i.e., n = 1 across three feedback-

type conditions for the two impact groups). The data were then interpolated using the mean of 

valence-specific conditions of each impact group prior to statistical testing.  

For the response-locked ERP data, we extracted the ERN from response errors 

corresponding to false alarms on the no-go trials, and the CRN from combined fast and slow 

hits corresponding to correct key presses on the go trials. Earlier ERP studies have reliably 

demonstrated maximum ERN (and CRN) amplitude at fronto-central electrode sites 

(Falkenstein et al., 2000; Holroyd & Coles, 2002; Koban et al., 2010, 2012; Nieuwenhuis et al., 

2001). Hence, we quantified the mean voltage of the amplitude of ERN (and CRN) at channel 

                                                           
3 We also performed an alternative scoring method for the FRN (i.e., peak-to-peak) for direct comparison to our 

previous work (Severo et al., 2017; see Supplementary Materials for details). 
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FCz between 10 ms prior to and 50 ms after response onset. The ERN/CRN amplitude values 

exceeding 2.5 standard deviations from the mean of response-specific conditions of each impact 

group were treated as outliers. These outlier data points corresponded to 2.21% of the entire 

data set (i.e., n = 3 across the two response-type conditions for the two impact groups. The data 

were also interpolated using the mean of response-specific conditions of each impact group 

prior to statistical testing.  

2.7.2.3 Principal Component Analysis (PCA)  

To disentangle the FRN from the P3 component, a principal component analysis (PCA) 

was carried out using the ERP PCA Toolkit (EP Toolkit, version 2.68; Dien, 2010a) in Matlab 

R2013b (MathWorks Inc., Natick, MA, USA). We used this PCA to confirm that the FRN and 

P3, although following each other rapidly after feedback onset, had dissociable 

electrophysiological properties (i.e., each of them could be best captured by a specific 

temporospatial factor), and eventually showed opposing effects of goal impact (i.e., lower FRN 

but larger P3 when goal impact was high compared to low). The EP Toolkit is an open source 

MATLAB-based toolbox intended for multivariate decomposition and analysis of ERP data 

(Dien, 2010a). A recommended two-step sequential PCA (Spencer, Dien, & Donchin, 1999, 

2001) was performed on each subject’s feedback-locked ERPs. First, a temporal Promax 

rotation was implemented to capture the variance across the time points from the average ERP 

data, followed by a spatial Infomax (ICA) rotation to obtain the variance of the spatial 

distribution of the data across the 64 recording sites (Dien, 2010b). 

Eight temporal factors x four spatial factors were extracted from the ERP data based on the 

Scree plot, yielding 32 temporospatial factor combinations. After this, an automated windowing 

step was implemented to further reduce the factors by screening out those factors whose 

variance accounted for did not meet the minimum threshold of 0.5%. The PCA factors that 

survived this step were chosen for robust statistical testing. Importantly, we only considered for 
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testing those factors that corresponded to the FRN and P3 components in terms of their time 

course and scalp distribution. This was performed by reconstructing the PCA factors back in 

voltage space in order for them to be transparently evaluated as ERP waveforms (Dien, 2010b). 

To better characterize them as corresponding to these ERP components, the voltage accounted 

for at the peak time point and channel of the factors was examined. One factor was recognized 

to closely correspond to the FRN component because its amplitude peaked within the time 

window of this component (i.e., 250-300 ms), and was most prominent at the fronto-central 

area. Three other factors were identified to closely correspond to the P3 component because 

their amplitudes peaked within the time window typical for this broad component (i.e., 300-600 

ms), and were most prominent from the fronto-central to the parietal area. 

 

2.8 Statistical analyses 

All statistical analyses were performed in JASP 0.7.0.5.6 (Love et al., 2015). To analyze 

the behavioral and electrophysiological data, we carried out mixed model ANOVAs that 

included between-subjects and within-subject factors. For the subjective ratings, we ran 

ANOVAs for the IMI ratings and an independent samples t-test for the VAS ratings. The 

ANOVAs for the former were ran independently for each of the questionnaire items and 

included the within-subject factor PHASE (pre-IMI vs. post-IMI) and the between-subjects 

factor IMPACT (high vs. low impact groups). For the behavioral data, the ANOVA included 

the within-subject factor RESPONSE (fast hit vs. slow hit; post-correct vs. post-error) and 

between-subjects factor IMPACT. For the HRV, the ANOVA included the within-subject 

factor PHASE (baseline recording vs. task blocks recording vs. post-task recording) and the 

between-subjects factor IMPACT. For the feedback-locked ERPs, we performed an ANOVA 

for the components quantified from the positive and negative feedback and an independent 

samples t-test for those quantified from the uninformative feedback. The ANOVA for the 

former included the between-subjects factor of IMPACT and the within-subject factor of 
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VALENCE (positive vs. negative). Finally, for the response-locked ERP components, the 

ANOVA included the between-subjects factor of IMPACT and the within-subject factor of 

RESPONSE (errors/ERN vs. hits/CRN). Significant main or interaction effects were reported 

first, followed by post-hoc t-tests when applicable.  

The statistical analysis of the PCA factors was performed using the robust statistics function 

of the EP toolkit. This function yields a statistical test comparable to ANOVAs that are robust 

against violations of statistical assumptions (Dien, 2010a), avoiding problems of conventional 

ANOVAs on ERP data (Dien & Santuzzi, 2005). As outlined by Dien (2010a), the function 

contains as features: (a) trimmed means and winsorized covariances that protect against 

outliers; (b) a bootstrapping routine that estimates the population distribution instead of making 

assumption of the normality of this distribution; (c) a Welch–James approximate degrees-of-

freedom statistic that does not assume the homogeneity of error variance (this statistic 

sometimes leads to decimal degrees of freedom). The robust statistics function that we carried 

out included the within-subject factor of VALENCE and the between-subjects factor of  

IMPACT. The p-value was adjusted with the Bonferroni correction for multiple comparisons.  

3. Results 

3.1 Subjective ratings  

3.1.1 IMI 

The pre- and post-IMI  ratings  for  Item  1  (i.e.,  putting  effort  into  the  task;  see  Fig.  2) 

revealed a significant main effect of IMPACT, F(1,66)  = 4.025, p = 0.049, ηp² = 0.057, but not 

of PHASE, F(1,66)  = 0.024, p = 0.878, ηp²  = 0. The low impact group reported greater effort to 

complete the task than the high impact group. Both impact groups did not demonstrate a 

considerable difference between their ratings prior to (Mhighimpact  = 5.71, SEM = 0.17; Mlowimpact 

= 6.12, SEM = 0.15) and after task performance (Mhighimpact  = 5.71, SEM = 0.15; Mlowimpact  = 
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6.09, SEM = 0.15). No significant PHASE x IMPACT interaction was found, F(1,66)  = 0.024, p 

= 0.878, ηp² = 0.  

The ratings for Item 2 (i.e., satisfaction on the task performance; see Fig. 2) showed a 

significant main effect of PHASE, F(1,66)  = 442.21, p < 0.001, ηp² = 0.870, but not of IMPACT, 

F(1,66)  = 0.841, p = 0.362, ηp² = 0.013. Both impact groups reported a drop in satisfaction ratings 

from the moment of anticipation of the task (Mhighimpact  = 6.15, SEM = 0.16; Mlowimpact  = 6.47, 

SEM = 0.12) until after its execution (Mhighimpact  = 2.38, SEM = 0.17; Mlowimpact  = 2.35, SEM 

= 0.23), suggesting that both impact groups experienced the task as fairly demanding. No 

significant PHASE x IMPACT interaction was evident, F(1,66)  = 0.887, p = 0.350, ηp² = 0.013.  

Similarly, the ratings for Item 3 (i.e., perceived value of the task; see Fig. 2) indicated a 

significant main effect of  PHASE, F(1,66)  = 28.07, p < 0.001, ηp² = 0.298, but not of IMPACT, 

F(1,66)  = 1.842, p = 0.179, ηp² = 0.027. Both impact groups rated the value of the task higher 

before its implementation (Mhighimpact  = 4.50, SEM = 0.22; Mlowimpact  = 4.94, SEM = 0.23) in 

contrast to its completion (Mhighimpact  = 3.85, SEM = 0.24; Mlowimpact  = 4.21, SEM = 0.22). The 

PHASE x IMPACT interaction did not show a significant effect, F(1,66)  = 0.114, p = 0.736, ηp² 

= 0.002. 

The ratings for Item 4 (i.e., enjoyableness of the task; see Fig. 2) also exhibited a significant 

main effect of PHASE, F(1,66)  = 36.20, p < 0.001, ηp² = 0.354, but not of IMPACT, F(1,66)  = 

0.002, p = 0.964, ηp² = 0. The two impact groups similarly experienced the task as more 

enjoyable prior to (Mhighimpact  = 4.59, SEM = 0.26; Mlowimpact  = 4.68, SEM = 0.25) compared to 

after having been exposed to it (Mhighimpact  = 3.88, SEM = 0.25; Mlowimpact  = 3.82, SEM = 0.24). 

Furthermore, no significant PHASE x IMPACT interaction was noted, F(1,66)  = 0.322, p = 

0.572, ηp² = 0.005.  
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The ratings for Item 5 (i.e., autonomy in task selection; see Fig. 2) did not indicate a 

significant main effect of PHASE, F(1,66) = 0.240, p = 0.626, ηp² = 0.004, nor of IMPACT, F(1,66) 

= 1.136, p = 0.290, ηp² = 0.017. A significant PHASE x IMPACT interaction was found, F(1,66) 

= 4.508, p = 0.037, ηp² = 0.064. However, the post-hoc t test revealed only a trend significant 

difference in the ratings between the two groups at baseline, t(66) = -1.727, p = 0.089, d = -0.419, 

(Mhighimpact = 5.35, SEM = 0.21; Mlowimpact = 5.85, SEM = 0.19) and no significant difference 

after completing the task, t(66) = -0.371, p = 0.711, d = -0.090, (Mhighimpact = 5.50, SEM = 0.22; 

Mlowimpact = 5.61, SEM = 0.23). It is worth noting, however, that the large mean values for this 

item in both groups suggest that participants consistently perceived the task as a self-determined 

one.      

The ratings for Item 6 (i.e., importance of performing well on the task; see Fig. 2) produced 

a significant main effect of PHASE, F(1,66) = 4.274, p = 0.043 ηp² = 0.061, but not of IMPACT, 

F(1,66) = 1.828, p = 0.181, ηp² = 0.027. In comparison to the baseline (Mhighimpact  = 5.41, SEM = 

0.25; Mlowimpact  = 5.76, SEM = 0.19), both impact groups showed a slight increase in their 

ratings after having been exposed to the task (Mhighimpact  = 5.60, SEM = 0.245; Mlowimpact  = 

6.00, SEM = 0.18). Moreover, no significant PHASE x IMPACT interaction was observed, 

F(1,66) = 0.228, p = 0.635, ηp² = 0.003.  

Finally, the ratings for Item 7 (i.e., felt tension during task performance; see Fig. 2) revealed 

a significant main effect of PHASE, F(1,66) = 30.800, p < 0.001, ηp² = 0.318, but not of IMPACT, 

F(1,66) = 0.248, p = 0.620, ηp² = 004. The PHASE x IMPACT interaction was not significant, 

F(1,66) = 0.006, p = 0.938, ηp² = 0. Hence, a moderately tensed feeling was reported in both 

impact groups alike (Mhighimpact = 3.94, SEM = 0.31; Mlowimpact = 3.79, SEM = 0.24), especially 

during task completion (Mhighimpact = 5.00, SEM = 0.27; Mlowimpact = 4.82, SEM = 0.23). 
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Figure  2. Intrinsic Motivational Inventory (IMI) ratings results. Participants of the two impact groups completed 

an adapted version of the IMI prior to (pre-IMI) and after (post-IMI) the Go/No Go Task to assess possible 

differences between them in their experience and motivation towards it. The two groups indicated differential 

effort exertion (Item 1), with the high impact group reporting less effort than the low impact group. Going from 

pre- to post-IMI, both groups reported a similar decrease in performance dissatisfaction (Item 2), lowered judgment 

of the task’s value post (Item 3), a more unenjoyable experience of the task (Item 4), slightly increased importance 

to do well (Item 6), and an increase in tensed feeling (Item 7). Finally, no differences were noted for the experience 

of autonomy in task selection (Item 5), indicating that autonomy-fostered manipulation was successful. Error bars 

represent standard errors of the mean (±1 SEM). * p < 0.05; *** p < 0.001. 

 

3.1.2 Feedback evaluation 

The two impact groups displayed similar evaluation of their actions and liking of the 

various types of feedback delivered. Table 3 summarizes the subjective ratings. 
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Feedback evaluation probes 

IMPACT 

t-test p d HIGH LOW 

1. Disliking error making 78.18 (±2.66) 76.97 (±4.27) 0.240 0.811 0.058 

2. Liking correct response  83.44 (±2.37) 85.65 (±2.05) -0.705 0.484 -0.171 

3. Disliking receipt of negative feedback 75.24 (±3.50) 77.53 (±3.57) -0.459 0.648 -0.111 

4. Liking receipt of positive feedback 85.09 (±2.25) 84.76 (±2.20) 0.103 0.918 0.025 

5. Feedback informativeness 70.53 (±3.53) 69.82 (±3.77) 0.137 0.892 0.033 

6. (Dis)liking of uninformative feedback 37.62 (±3.65) 35.71 (±4.09) 0.349 0.728 0.085 

 

Table 3.  Feedback evaluations. The table shows the VAS ratings obtained for feedback evaluation at the 

subjective level, with the means (±1 SEM) reported separately for the two impact groups. The two impact groups 

did not differ in the extent to which they disliked making errors, liked making correct responses, disliked receiving 

negative feedback, liked getting positive feedback, perceived the feedback as generally informative of their actions, 

and disliked the uninformative feedback.   

 

3.2 Arousal measures 

The log-transformed values of the  RMSSD for the HRV analysis revealed a significant 

fluctuation in the arousal level of the participants throughout the experimental phase (see also 

Severo et al., 2017). This finding was evident in the significant main effect of PHASE, F(2,132) 

= 6.232, p < 0.003, ηp² = 0.086. The two impact groups exhibited heightened RMSSD values 

going from the baseline recording phase (Mhighimpact = 1.54, SEM = 0.05; Mlowimpact = 1.60, SEM 

= 0.04) to the task blocks recording phase (Mhighimpact = 1.61, SEM = 0.04; Mlowimpact = 1.63, 

SEM = 0.04), suggesting that the arousal level decreased during task execution. The RMSSD 

values declined later on during the post-task recording (Mhighimpact = 1.58, SEM = 0.04; Mlowimpact 

= 1.60, SEM = 0.05), suggesting that the arousal level increased. The main effect of IMPACT 

was not significant, F(1,66) = 0.426, p = 0.516, ηp² = 0.006. Lastly, the PHASE x IMPACT 

interaction was not significant either, F(2,132) = 1.191, p = 0.307, ηp² = 0.018.  
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3.3 Behavioral results 

Behavioral indices (i.e., accuracy percentages and RTs, error percentages and RTs, and 

post-error slowing) revealed that the two impact groups demonstrated comparable performance 

for the Go/No Go Task. Table 4 summarizes the behavioral results.    

PERFORMANCE INDICES 

 

HIGH IMPACT LOW IMPACT t-test p d 

1) ACCURACY (%)      

 SLOW HITS 63.90 (±1.51) 67.67 (±1.70) 1.657 0.102 0.402 

 FAST HITS 36.12 (±1.51) 32.35 (±1.70) -1.661 0.101 -0.403 

 ERROR 9.86 (±0.75) 9.22 (±0.71) 0.625 0.534 0.151 

      

2) REACTION TIME (ms)      

 SLOW HITS 310.5 (±4.70) 313.7 (±5.43) -0.442 0.660 -0.107 

 FAST HITS 221.9 (±3.86) 223.3 (±4.17) -0.242 0.810 -0.059 

 ERROR 246.1 (±7.22) 253.9 (±6.88) -0.789 0.433 -0.191 

 POST-ERROR 49.7 (±6.39) 39.9 (±4.46) 1.256 0.214 0.305 

 POST-CORRECT -4.64 (±1.11) -3.54 (±0.91) -0.768 0.445 -0.186 

 

Table 4.  Results of performance monitoring behavioral indices. The table summarizes the behavioral results (i.e., 

percentages and reaction times; means ± 1 SEM) for the Go/No Go Task. The two impact groups exhibited 

comparable behavioral performance on the task. More importantly, both groups generated more slow than fast 

hits, indicating that the intended reward probability (i.e., frequent negative feedback and infrequent positive 

feedback) was achieved.  

 

3.4 ERP results  

3.4.1 FRN 

3.4.1.1 FRN: Negative vs. positive feedback4 

                                                           
4 We also ran an auxiliary analysis to examine possible individual differences in subjective ratings and FRN. In 

particular, we checked whether FRN reduction was more pronounced for individuals who rated lower Intrinsic 

Motivation Inventory (IMI) ratings for item 1 (i.e., effort expenditure). This analysis, however, failed to reveal a 

significant relationship between the ratings and FRN (see supplementary materials for details).  
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The analysis revealed a highly significant main effect of VALENCE as expected (see Fig. 

3), F(1,66) = 90.921, p < 0.001, ηp² = 0.579, indicating a more pronounced FRN for negative (M 

= 2.99 μV, SEM = 0.54) than for positive feedback (M = 7.61 μV, SEM = 0.69) at FCz electrode 

site. Further, this analysis showed a marginally significant main effect of IMPACT, F(1,66) = 

3.509, p = 0.065, ηp² = 0.050, with an expected pattern of lower FRN in the high (M = 6.36 μV, 

SEM = 0.80) compared to the low impact group (M = 4.24 μV, SEM = 0.80). Additionally, the 

VALENCE x IMPACT interaction was not significant, F(1,66) = 2.194, p = 0.143, ηp² = 0.032.  

 

 

Figure 3. Feedback-locked ERP results. (A): Grand average ERP waveforms for channel FCz for each valence 

and impact group. Note that F stands for feedback onset and negativity is plotted upwards. (B) Bar graphs 

representing mean amplitude (±1 SEM) for the FRN extracted in a 250-300 ms time window. (C) The 

corresponding topographical scalp maps for the FRN.  

 

3.4.1.2 FRN: Uninformative feedback 

The analysis showed no significant modulation as a function of IMPACT at FCz channel, 

(Mhighimpact = 5.92 μV, SEM = 1.02; Mlowimpact = 4.06 μV, SEM = 0.72), t(66) = 1.50, p = 0.139, d 

= 0.363.  
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3.4.2 P3 

3.4.2.1 P3: Negative vs. positive feedback  

The analysis revealed a significant main effect of VALENCE (see Fig. 4), F(1,66) = 34.860, 

p < 0.001, ηp² = 0.346, showing that positive feedback elicited a larger P3 component (M = 

11.78 μV, SEM = 0.68) relative to negative feedback (M = 8.75 μV, SEM = 0.59) at Pz electrode 

site. Notably, a significant main effect of IMPACT5 was evident as well, F(1,66) = 7.692, p = 

0.007, ηp² = 0.104. In line with our main prediction, this effect showed that the P3 component 

was overall larger in the high (M = 11.88 μV, SEM = 0.82) compared to the low impact group 

(M = 8.65 μV, SEM = 0.82), regardless of the feedback valence. Moreover, the VALENCE x 

IMPACT interaction did not reach significance, F(1,66) = 1.371, p = 0.246, ηp² = 0.020. 

 

 

 

                                                           
5 Because we also found differences in the social anxiety scores (LSAS; Liebowitz, 1987; van Vliet, 1999) between 

the two impact groups, we ran an additional control analysis to make sure that the P3 modulation was mostly due 

to the goal impact manipulation. We performed an ANCOVA wherein the LSAS scores were used as a covariate, 

together with the within-subject factor of VALENCE and the between-subjects factor of  IMPACT. This analysis 

revealed a significant effect of VALENCE, F(1,65) = 7.998, p = 0.006, ηp² = 0.110, and IMPACT, F(1,65) = 8.403, p 

= 0.005, ηp² = 0.114. More importantly, no significant effect of LSAS was observed, F(1,65) = 0.768, p = 0.384, ηp² 

= 0.012. Additionally, none of the interactions reached significance, all Fs ≤ 1.69, all ps ≥ 0.20. Accordingly, the 

observed P3 modulation by goal impact could not be attributed to this unexpected group difference in social 

anxiety.  
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Figure 4. Feedback-locked ERP results. (A): Grand average ERP waveforms for channel Pz for each valence and 

impact group. Note that F stands for feedback onset and negativity is plotted upwards. (B) Bar graphs representing 

mean amplitudes (±1 SEM) for the P3 component extracted in a 300-400 ms time window. (C) The corresponding 

topographical scalp maps for the P3.  

 

 

3.4.2.2 P3: Uninformative feedback 

The analysis showed only a marginally significant modulation of the P3 as a function of 

goal impact at Pz channel, (Mhighimpact = 14.20 μV, SEM = 1.11; Mlowimpact = 11.27 μV, SEM = 

1.20), t(66) = 1.791, p = 0.078, d = 0.434.   

3.4.3 ERN 

The analysis revealed a significant main effect of RESPONSE, F(1,66) = 79.865, p < 0.001, 

ηp² = 0.548, showing that this component was more negative for errors (ERN; M = -2.45 μV, 

SEM = 0.82) than hits (CRN; M = 3.09 μV, SEM = 0.71) at FCz electrode site (see 

supplementary materials for a figure showing ERN/CRN waveforms). The main effect of 

IMPACT did not reach significance, F(1,66) = 0.750, p = 0.390, ηp² = 0.011, although the 

negativity was smaller in the high (M = 0.93 μV, SEM = 0.99) compared to the low impact 
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group (M = -0.29 μV, SEM = 0.99). The RESPONSE x IMPACT interaction was not 

significant, F(1,66) = 1.652, p = 0.203, ηp² = 0.024.  

3.4.4 Temporospatial PCA factors 

Four of the total 19 windowed factors were recognized to closely correspond to the FRN 

and P3 components in terms of time course and scalp distribution (see Table 5 and Figure 5). 

PCA Factor 
Associated ERP 

component 
Peak Latency (ms) Peak Channel 

Variance 

explained (%) 

TF3SF1 FRN 273 FCz 8.5 

TF4SF1 P3 354 FCz 6.6 

TF4SF2 P3 354 POz 0.7 

TF8SF1 P3 416 FCz 0.9 

 

Table 5. Temporospatial PCA factors. The table presents the four temporospatial factors selected after PCA for 

data analysis. Note that SF stands for spatial factor and TF for temporal factor.  

 

3.4.4.1 PCA factor corresponding to FRN (TF3SF1) 

The amplitude of PCA factor TF3SF1 had a peak latency at 273 ms and was most prominent 

at the fronto-central area, reaching its maximum at FCz  (see Fig. 5A). This factor closely 

corresponds to the FRN component. The robust ANOVA revealed that the main effect of 

VALENCE was significant (corrected), TWJt/c(1.0,56.9) = 81.01, p < 0.00000001, showing 

more negativity of the factor for negative (M = 2.98 μV) than for positive feedback (M = 7.01 

μV). The main effect of IMPACT, on the other hand, only reached one-tailed significance 

(uncorrected), TWJt/c(1.0,54.4) = 2.83, p = 0.05. This result revealed that the factor was more 

negative in the low impact (M = 3.89 μV) than the high impact group (M = 6.10 μV). No 

significant VALENCE x IMPACT interaction was found, TWJt/c(1.0,56.9) = 0.41, p = 0.54.   
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3.4.4.2 PCA factor corresponding to P3 (TF4SF1) 

The amplitude of PCA factor TF4SF1 had a peak latency at 353 ms and was most 

prominent at the fronto-central area, with its maximum at FCz (see Fig. 5B). The robust 

ANOVA showed a significant main effect of VALENCE (corrected), TWJt/c(1.0,56.7) = 7.67, 

p = 0.0070, suggesting more positivity of the factor for positive (M = 8.60 μV) than for negative 

feedback (M = 7.22 μV). The main effect of IMPACT only reached one-tailed significance 

(uncorrected), TWJt/c(1.0,61.6) = 3.98, p = 0.026, showing more positivity of the factor in the 

high impact (M = 9.00 μV) than in the low impact group (6.83 μV). The VALENCE x IMPACT 

interaction failed to reveal a significant effect, TWJt/c(1.0,56.7) = 0.44, p = 0.51.  

3.4.4.3 PCA factor corresponding to P3 (TF4SF2)   

The amplitude of PCA factor TF4SF2 had a peak latency at 353 ms, but was most 

prominent at the parietal area, reaching its maximum at POz (see Fig. 5C). This factor closely 

corresponds to the P3 component. The robust ANOVA indicated a significant main effect of 

VALENCE (corrected), TWJt/c(1.0,61.0) = 24.50, p < 0.00000001. This effect suggested more 

positivity of the factor for positive (M = 1.70 μV) than for negative feedback (M = 0.88). 

Neither the main effect of IMPACT, TWJt/c(1.0,56.2) = 0.01, p = 0.94, nor the VALENCE x 

IMPACT interaction, TWJt/c(1.0,61.0) = 1.06, p = 0.30, reached significance.  

3.4.4.4 PCA factor corresponding to P3 (TF8SF1) 

The amplitude of PCA factor TF8SF1 had a peak latency at 416 ms and was most 

prominent at the fronto-central area, with its maximum at FCz (see Fig. 5D). The robust 

ANOVA revealed that the main effect of VALENCE reached significance (uncorrected), 

TWJt/c(1.0,61.3) = 4.89, p = 0.031. This effect suggested more positivity of the factor for 

positive (M = 2.30 μV) than for negative feedback (M = 1.60). Both the main effect of IMPACT, 

TWJt/c(1.0,54.8) = 1.05, p = 0.31, and the VALENCE x IMPACT interaction, TWJt/c(1.0,61.3) 

= 0.79, p = 0.37, did not reach significance.  
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Figure 5. Temporospatial factors obtained after PCA and accounting for FRN and P3, with the corresponding 

scalp topographies. The figure shows the amplitudes of the PCA factors that closely corresponded to the FRN and 

P3 components: (A) Factor TF3SF1, corresponding to the FRN, was most prominent at the fronto-central area and 

had a peak latency at 273 ms. (B) Factor TF4SF1 was most prominent at the fronto-central area and had a peak 

latency at 353 ms. (C) Factor TF4SF2 was most prominent at the parietal area and had a peak latency at 353 ms. 

(D) Factor TF8SF1 was most prominent at the fronto-central area and had a peak latency at 416 ms. All three 

factors corresponded to the P3 component. Note that negativity is plotted upwards. Topographical maps are shown 

separately for the positive and negative feedback conditions. 

 

 

4. Discussion 

This study aimed to replicate and extend the modulation in feedback-based PM (captured 

at FRN and P3 levels) as a function of goal impact found in our previous work (Severo et al., 

2017). More specifically, we further scrutinized the observed overall reduction in the FRN and 

enhanced P3 in light of our tentatively proposed self-protection account. In an effort to attain a 

clearer goal impact effect, a simpler goal impact manipulation (achieved by means of the 

alleged diagnosticity of the Go/No Go Task) was embedded in a between-subjects design 

experiment. Moreover, we supplemented the standard peak analysis of the feedback-locked 

ERP data with a PCA in order to ascertain that the FRN and P3 showed dissociable 

electrophysiological properties and were both influenced by the goal impact manipulation, yet 

in opposite directions. Our new findings largely resemble what we previously found (Severo et 

al., 2017): Goal impact reliably influenced feedback-based PM at the ERP level, without 
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differences in arousal or task involvement between the two impact groups. This ERP 

modulation, however, was mostly captured by the P3 component (being larger for high than 

low impact, irrespective of valence), whereas the preceding FRN showed only a marginally 

significant effect that went in the same direction as before (Severo et al., 2017). The observed 

enhanced P3 component in the high impact group seems to suggest that participants in this 

group assigned a higher motivational significance to the feedback compared to the low impact 

group. Hereafter, we discuss the possible theoretical implications of these new results.  

Reward probability (i.e., frequent negative vs. infrequent positive feedback) was 

successfully kept constant between the two impact groups in this study, as evident in the 

behavioral performance of the participants (see Table 2; see also Severo et al., 2017; 

Walentowska et al., 2016, 2018). This pre-requisite was important as comparing the groups at 

the ERP level hinged upon equivalent task involvement and performance. Additionally, we 

found a balanced arousal level between the two groups when assessing the HRV, in accordance 

with our previous study (Severo et al., 2017). This outcome confirmed that our goal impact 

manipulation did not merely influence arousal. Furthermore, our results showed a decrease in 

the arousal level during task completion relative to the baseline period for the two groups alike, 

as revealed by the increasing RMSSD (the index used for HRV). This expected outcome could 

be attributed to the necessity to modulate cardiac activity to effectively execute the inhibitory 

demands of the Go/No Go Task (being a cognitive control task). Dominant models linking HRV 

to self-control assume that better ability to inhibit impulses is manifested in greater HRV 

(Baumeister et al., 2007; Porges, 2001, 2007; Thayer et al., 2009).  

Our subjective rating probes revealed mostly similar but also some differing reactions 

between the participants in the two goal impact conditions. First, our attempt to control for an 

autonomy-fostered task selection (Legault & Inzlicht, 2013) between the groups seemed 

successful since the ratings for this IMI item remained the same prior to and after the task. This 
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shows that autonomy, identified as a fundamental need (e.g., Ryan & Deci, 2000), was balanced 

between the two groups, and remained stable throughout the experimental session. Second, both 

groups seemed to experience the task as unpleasant overall. The IMI ratings showed that both 

groups felt dissatisfied with their performance of the task, found it unenjoyable, reported 

tension while doing it, and judged it to have low value. In the same vein, the ratings for the 

various types of feedback did not systematically vary between the two groups. Taken together, 

these results therefore suggest that a general impression of unsatisfactory performance and 

frustration emerged from participants in both groups. Earlier studies (see Berglas & Jones; 

1978; Frankel & Snyder, 1978) have documented the tendency of individuals to reduce effort 

as a means to safeguard self-esteem from threats of subsequent failure. In line with this, the 

high impact group already expected to invest less effort (as revealed by the pre-IMI) in contrast 

to the low impact group. This might be an anticipatory defensive strategy, which Pyszczynski 

and Greenberg (1983) observed to occur when failure is probable. It is possible that the high 

impact group activated such a defensive stance after completing the practice block in which 

they had brief experience with the task (leading to a majority of negative feedback) and likely 

received a worse-than-expected score.  

Moreover, we found partial evidence supporting the notion that the high impact group 

engaged in a self-protection strategy or attempted to downplay the threatening information 

conveyed by the feedback. The IMI item on effort exertion generated differences between the 

two groups, with the high impact group reporting less effort than the low impact group. The 

different effort ratings were not reflected in different ratings of the importance of performing 

well, however, and they were in striking contrast with the actual behavioral indices 

demonstrating that the high impact group did not perform worse or slower than the low impact 

group. The reported diminished effort investment in the high impact group may be an indication 

of an attribution bias, in this case, the attribution of failure to unstable factors (like effort 
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expenditure) as opposed to stable factors (such as ability; Pyszczynski & Greenberg, 1983). 

This bias may serve to protect or to enhance the self, as documented in the literature on 

psychological self-defense (von Hippel et al., 2005; Koole & Kuhl, 2003; Sedikides & Gregg, 

2003; Sedikides & Koole, 2004).  

More importantly, the ERP results replicated our previous finding (Severo et al., 2017) 

showing that goal impact reliably influenced feedback processing during PM, expressed by a 

larger P3 component in the high compared to the low impact group. While current models of 

PM assume that goals and context play an important role in action evaluation and flexible 

adaptation (Ullsperger et al., 2014b), this role has rarely been examined empirically in previous 

studies however. Combined together, our ERP findings therefore add to our understanding of 

contextual modulations of PM brain processes, here with a focus on goal relevance (Gentsch et 

al., 2013; Osinsky et al., 2017; Severo et al., 2017; Walentowska et al., 2016, 2018). Moreover, 

the goal impact effect found at the P3 level in this and our previous study can be interpreted 

using a hierarchical model of PM (Badre, 2008), as proposed by Walentowska et al. (2016; see 

also Severo et al., 2017; but see Holroyd & Yeung, 2012). This model assumes that besides 

valence and expectedness, goal relevance also contributes to shape PM. As our ERP results 

show, it can enhance PM at the P3 level (as well as reduce the preceding FRN), yet without 

altering valence or expectedness, because it likely operates at a superordinate level during 

feedback processing compared to these two factors (Severo et al., 2017; Walentowska et al., 

2016). In comparison and similarly to our previous study (Severo et al., 2017), internal PM (at 

the ERN/CRN level) remained unaffected by goal impact, suggesting that this variable does not 

influence this process uniformly, but instead, it alters the processing of evaluative feedback, 

selectively.  

A larger P3 in the high compared to the low impact condition informs indirectly about the 

functional meaning of this mid-latency ERP component, and more specifically, its involvement 
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in the processing of the motivational significance of the feedback during PM. First, our results 

showed that the positive feedback elicited a larger amplitude of P3 than the negative feedback, 

irrespective of goal impact. This finding is consistent with studies reporting larger P3 for gains 

than for losses (Bellebaum & Daum, 2008; Bellebaum et al., 2010; Gu et al., 2011; Hajcak et 

al., 2007; Kreussel et al., 2012; Polezzi et al., 2010; Toyomaki & Murohashi, 2005; Wu & 

Zhou, 2009; Zhou et al., 2010). Second, our results also demonstrated that the feedback in the 

high impact group showed an overall larger P3 relative to the low impact group, as if the former 

assigned a greater motivational significance to the feedback than the latter, irrespective of its 

valence. This assignment might be a manifestation of enhanced attention allocation to 

information with high goal impact in the high impact group. An alternative interpretation is that 

the increased P3 in the high impact group reflects stronger updating of this information 

(Donchin & Coles, 1998; Polich, 2007), in line with the adaptive gain theory, which posits that 

coding of motivationally relevant events in the P3 component serves to potentiate and optimize 

further actions (Nieuwenhuis et al., 2005; Aston-Jones & Cohen, 2005a, 2005b). It is worth 

noting in this context that Ullsperger and colleagues (2013, 2014b) have postulated that the P3a 

reflects orientation to potentially action-relevant information, while its motivational meaning 

is processed at the later P3b level that shares many similarities with the P3 component elicited 

in the current study. More strongly updating the motivational meaning of the action may have 

been adaptive for the high impact group to end an ongoing trial (despite initially withdrawing 

from the evaluative stage at the FRN level due to self-protection) and to immediately use this 

action value to guide future decisions in the subsequent trials. The delayed P3 amplitude elicited 

by the uninformative feedback may also provide support, albeit indirectly, to this idea. 

Intriguingly, whereas this feedback type was infrequent (oddball), it seemed to be updated at a 

later time in comparison to the processing of positive and negative feedback. This suggests that 

when feedback did not carry any valuable information regarding action value, it took longer to 
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update this event than when a clear value could readily be extracted based on it. Interestingly, 

in both groups, this uninformative feedback also elicited an FRN component prior to the 

delayed P3, resembling that elicited for the negative feedback, similar to what Gu et al. (2017) 

previously reported. 

Although our ERP results confirmed our hypothesis for the P3, we only found a marginally 

significant and modest amplitude reduction of the preceding FRN when goal impact was 

increased. However and importantly, the FRN component was numerically less negative in the 

high than in the low impact group, as we had hypothesized based on our previous study (Severo 

et al., 2017). Tentatively, this mild modulation of the FRN with the goal impact manipulation 

chosen might be due to the use of a between-subjects design in the present case, which may 

have introduced a larger inter-individual (and inter-group) variability compared to our previous 

study. This larger variability in turn may have obscured a systematic modulation of the FRN by 

goal impact. We note however that this interpretation fails to explain the significant modulation 

found at the P3 level satisfactorily given that inter-individual variability had likely comparable 

deleterious effects on these two successive ERP components (FRN and P3). Alternatively, 

removing social comparison from the goal impact manipulation as we did here, may have 

somehow weakened its systematic modulatory effect on the processing of evaluative feedback 

at the FRN level as we previously found (Severo et al., 2017). Hence, in the current study where 

we explicitly used a between-subjects design to achieve a more specific manipulation of goal 

impact, it is possible that it was eventually less potent in terms of self-protection activation in 

order to reliably influence PM at the FRN level, compared to that of the previous study. Future 

ERP studies where different manipulations of goal impact are performed and compared with 

each other are needed to address this question at the empirical level. Notwithstanding these 

caveats, additional analyses of the ERP data allowed us to rule out the possibility that the pattern 

of ERP results found (i.e., mild lower FRN but increased P3 with high goal impact) was caused 
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by a general interfering effect that would distort feedback processing at the ERP level, for 

example. First, as already briefly discussed here above, both groups showed comparable FRN 

and delayed P3 for the uninformative feedback, suggesting that this unexpected event was 

processed equally strongly in both groups. Second, and more importantly, we used a stringent 

PCA confirming that the FRN and P3, although showing some spatial and temporal overlap 

(Bernat et al., 2008), could be disentangled from each other. Crucially, the disentanglement of 

the ERP components revealed the opposing effects of goal impact, with a smaller FRN but 

larger P3 with high goal impact. These complementary results are important because they not 

only corroborate the outcome of the standard ERP data analysis, but also allow us to ascertain 

that these two successive ERP components reflected partly separate evaluative processes during 

feedback processing (Miltner et al., 1997; Bernat et al., 2008; Ullsperger et al., 2014a, 2014b).  

A few limitations warrant comment. First, despite our efforts to manipulate goal impact in 

a purer way through the use of a simpler design, we cannot rule out the possibility that the 

manipulation was weak to elicit systematic modulation at the FRN level, as briefly discussed 

here above. In future studies, stronger manipulations of goal impact seem therefore desirable. 

In relation to this, it may also be advantageous to consider the impact of other goals than the 

goal to uphold self-esteem. Doing so could establish whether the effects also generalize to other 

goals. A good place to start may be to study the impact of goals pertaining to social status, as 

some studies have demonstrated FRN variations when status-related differences were made 

salient (Boksem et al., 2012) and individuals were outperformed by peers (Boksem et al., 2010). 

It might be interesting to examine whether feedback-based PM would be diminished (or 

enhanced) when an initially hard-earned high social status is at stake.  

A second limitation is that while participants in both impact groups were carefully matched 

in terms of their prior self-esteem (measured via the RSES; Franck et al., 2008; Rosenberg, 

1965), we did not systematically consider individual differences along this or other trait 
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variables. Indeed, we did not pre-screen and identify participants with high vs. low self-esteem. 

Individual differences in self-esteem might have some bearing on the complex relationship 

between goal impact and the FRN and P3 components. For instance, several studies have shown 

that high self-esteem can buffer against the effects of negative feedback and other unpleasant 

events (Brown, 2010; Brown & Marshall, 2001, 2006). Future studies might be set up to further 

explore whether self-esteem can modulate feedback-based PM when different levels of goal 

impact are systematically compared with each other.  

Finally, it remains to be studied whether the pattern of results obtained here with our goal 

impact manipulation (P3 and FRN) would replicate in an experimental setting in which positive 

feedback is more frequent than negative feedback. Previous work from our lab (see Experiment 

3 of Walentowska et al., 2018) has empirically validated a method with a more lenient response 

deadline that effectively generates frequent positive feedback (2/3) and infrequent negative 

feedback (1/3) using the same Go/No Go task. A drawback of this procedure, however, is that 

the FRN component less clearly discriminates negative from positive outcomes. Accordingly, 

even though it may be challenging to record a clear FRN when positive feedback on task 

performance dominates throughout the experimental session, it appears however important in 

future studies to examine the boundaries of the goal impact effect reported here by 

systematically varying reward probability across conditions.  

In conclusion, the present study adds to our understanding of PM brain processes and the 

extent to which they are malleable by goal impact beyond valence and expectedness. More 

specifically, increasing goal impact was associated with a larger feedback-based P3 ERP 

component during PM, irrespective of valence. This effect was interpreted as indicating that a 

higher motivational significance was likely attributed to performance feedback in the high 

compared to the low impact condition, even though some form of self-protection could be 

present in the former condition, as the FRN results indirectly suggest. Alternatively, because 



38 
 

the P3 component was previously linked to the updating of action value during PM (Ullsperger, 

2017; Ullsperger et al., 2014b), enhancing goal impact may facilitate action updating. Both 

interpretations agree with the general idea that PM brain processes are best conceived of as not 

solely operating on the basis of motor cues, but that they are context dependent and influenced 

by the concurrent demands of recently activated goals.   
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Supplementary Materials 

1. Correlation between effort expenditure (Item 1 of IMI) and FRN  

Using a regression analysis, we assessed whether at the group level (n=68), the FRN 

reduction reported in the study might be more pronounced for individuals who reported lower 

effort expenditure (based on item 1 of the IMI). To this aim, we ran a linear regression for all 

participants together in RStudio (RStudio Team, 2015), using the FRN amplitude (collapsing 

positive and negative feedback) recorded at FCz electrode as dependent variable and the ratings 

for IMI item 1 (collapsing pre- and post-measures) as predictor (see Figure 1). This analysis 

failed to reveal a significant relationship between these two variables however, F(1,66) = 2.251, 

p = 0.1383, with an R2 = 0.0330, even though the results showed the expected pattern (i.e., less 

negative FRN for subjects reporting lower effort expenditure).  

 
 

Supplementary Figure 1. Correlation between effort expenditure (Item 1 of IMI) and FRN. We failed to observe 

at the group level (n=68) a significant relationship between these two variables. 
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2. Peak-to-peak analysis of FRN 

An alternative scoring method (i.e., a peak-to-peak analysis) was also performed to 

quantify FRN (see Ferdinand et al., 2012; Mushtaq et al., 2016; Oliveira et al., 2007), by 

extracting this ERP component relative to its preceding peak (i.e., P2 component). We 

identified the mean voltage of the P2 component within 180-230 ms and of the FRN within 

250-300 ms over the FCz channel. Then, the value of the former was subtracted from the latter 

for each subject and condition separately. An ANOVA run on these values, which included the 

between-subjects factor of VALENCE (i.e., negative vs. positive feedback) and the within-

subject factor of  IMPACT (i.e., high vs. low), revealed a significant main effect of VALENCE, 

F(1,66) = 30.223, p < 0.001, ηp² = 0.314. This effect translated a larger FRN for negative (M = -

6.42 μV, SEM = 0.52) than for positive feedback (M = -4.31 μV, SEM = 0.50). The main effect 

of IMPACT, F(1,66) = 0.217, p = 0.643, ηp² = 0.003, as well as the VALENCE x IMPACT 

interaction, F(1,66) = 0.935, p = 0.337, ηp² = 0.014, were both not significant. 

3. Response-locked ERP data (ERN/CRN)  

Unlike feedback-locked data, goal impact did not influence response-locked ERP data at 

the ERN or CRN level (see main text for values and statistical analysis). This dissociation was 

already found in our previous study (Severo et al., 2017). As reported in the main text, the ERN 

(i.e. response errors, corresponding here to false alarms on the no-go stimulus) was significantly 

larger than the CRN (i.e., hits, corresponding here to correct key presses on the go stimulus), 

as expected (see Figure 2).  
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Supplementary Figure 2. Response-locked ERP results. (A): Grand average ERP waveforms for channel FCz, 

separately for each response type and impact group. A conspicuous ERN component was observed following 

response errors (solid lines), yet without modulation by goal impact. The same conclusion held for the CRN elicited 

by hits (dashed lines). Note that R stands for response onset and negativity is plotted upwards. (B) Bar graphs 

representing mean amplitudes (±1 SEM) for the ERN/CRN component extracted in a -10 to 50 ms time window. 

(C) The corresponding topographical scalp maps for the ERN/CRN.  
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