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ABSTRACT
The Diversity Checker is a tool that aims to make it easier for jour-
nalists to author their texts with diversity in mind. To provide help-
ful hints for them in this respect, it is necessary to define how to
quantify diversity so that this can be programmed into the tool. At
this early stage in the development of the tool, we present a two-
fold contribution. First, we offer an analysis on what we mean by
“improving diversity”. Second, we present the first version of the
Diversity Checker, along with some analysis of its current perfor-
mance.
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1 INTRODUCTION
Neutrality is a widely cherished quality in journalism, and a well-
balanced media offering is in many ways like a search engine with
diversity1 built into its result selection and ranking. A unit of me-
dia content (for example, an article) can be viewed as a recom-
mendation, to its readers, to learn about, consider, compare and
contrast a diverse set of facts and opinions on some issue. It is
therefore no coincidence that machine learning and data mining
researchers have developed many tools that analyze corpora with
respect to some notion of diversity — the idea being that a presen-
tation of the most striking differences, for example in visual form
[9, 36], can enhance a reader’s perception of differences and critical
stance towards “the news”.

However, these tools are summative with respect to articles, in
the sense that they have already been written, and the task of the
search and recommender engine is to encourage readers to choose
a diverse media diet. We believe that this approach should be com-
plemented by a formative approach: tools that give recommen-
dations to journalists and other media producers while they pro-
duce content, with a view to helping them produce diverse content.
1Note, however, that diversity and neutrality are not the same: one can cite a diversity
of sources, but still end up skewing the facts through bias.
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The Diversity Checker, whose first prototype is presented in the
present paper, is designed to be such a recommender system. It is
not realistic to expect to present a complete recommender system
that can support journalists in the full generality of their workload,
so we limit ourselves here to Dutch language newspaper articles
surrounding the theme of the European migrant crisis.

To make things concrete, we offer the following excerpt from
an article that appeared in the Flemish quality newspaper De Stan-
daard on 25 August 20152.

Daily record of asylum seekers increases pressure
on government

After the weekend, there are always more
asylum seekers whowant to register at the For-
eigners’ Office (DVZ), but yesterday the line
was as long as never before. 540 candidate asy-
lum seekerswere there.TheDVZ’swaiting hall
can only hold 250–260 people. Result: about as
many were sent back onto the street. They re-
ceived a letter — in Dutch—with the request to
register again today. Families with children as
well. Normally, these are prioritized, but due
to the influx it was not even possible to help
them.

The Foreigners’ Office even had to call in the
police yesterdaymorning to calm the people in
line. “They started fistfights with each other to
just get into our waiting hall,” says Geert De
Vulder, spokesperson of the DVZ. […]

The need for an additional or larger waiting
hall is therefore growing by the day. […]

Based on this example, we identify several issues and indicate in
which sections we go into more detail about them.

Two questions. When discussing diversity with the example in
mind, two questions arise immediately: what is the right unit of
analysis, and with respect to what do we examine the diversity?

If we can make the traditional assumption that a set of articles
is read together, as in a newspaper, each individual article need
not be equally balanced, as long as the ensemble is. Indeed, such
a pattern was found by Masini et al.[23], and was also present in
the edition fromwhich the above example was taken. On the other
hand, a balance is sought also within individual articles in many
journalistic genres. In addition, with modern news consumption
patterns (e.g. use of social or personalized news aggregators), read-
ers have less of a chance to see a full edition’s context. Thus, more
diversity needs to be guaranteed at the article level.

2Obtained from the Flemish media archive Gopress; own translation.

FairUMAP Workshop  UMAP’18 Adjunct, July 8–11, 2018, Singapore, Singapore

35

https://doi.org/10.1145/3213586.3226208
https://doi.org/10.1145/3213586.3226208


As for the second question, we note that while a purely lexical
analysis can produce interesting results (e.g. Fortuna et al. [13]), it
makes sense to defer to the experts: how do media and communi-
cations studies experts measure diversity? Humprecht and Esser
[15] note that the understanding of diversity in the news is based
on the normative claim that a diversity of perspectives should be
offered, which can be gauged by analyzing the diversity of politi-
cal actors, who are usually deemed to have a leading role in deter-
mining the direction of the debate (although of course we will not
restrict ourselves to political actors). More broadly, the question of
which types of actors’ views are represented is an important one
[4, 23]. For this reason we focus on actor diversity with the cur-
rent version of our tool, which will be described in more detail in
Section 3.

Analyzing the example. With the above in mind, and using a
codebook developed by communiction scientists (see below for
more details), we can explore the actor diversity of the excerpt and
of the surrounding article (not shown here). The article contains a
limited number of actors. Only the spokesperson of the Foreigners’
Office appears as an individual that is quoted directly.The responsi-
ble state secretary is mentioned, but only in that he “was not avail-
able (for comment)”. Further actors that are active (in the grammat-
ical sense) are institutions (the Foreigners’ Office and the police).
Asylum seekers appear only as collectives, and when they act, it is
by starting fights (otherwise, they “are there”, or they “want to reg-
ister”). Mostly, they are passive (they are being sent onto the street,
they are being prioritized, they receive a letter). The popular water
metaphor (in the quoted passage: “influx”) is used. Arguably, the
phrasing of the language mismatch emphasizes the asylum seek-
ers’ deficit (they don’t even understand Dutch) rather than the Of-
fice’s deficit (they don’t even write their letters in English, French,
Arabic, …). Summarizing, the framing is that of a bureaucratic unit
in need, with a bias towards the plight of the public employees in
the unit3.

Conclusions from the example. This short analysis shows three
things. First, one could, in a bottom-up or unsupervised fashion,
identify that there are diverse actors and could count how often
they appear. Second, at least as important as this bottom-up pro-
cessing is a top-down background ontology that shows what is not
there (cf. Humprecht and Esser [15]), such as asylum seekers as in-
dividuals and as active, or the government (which is the receiving
actor in the title, but then does not appear again). Especially if the
goal is to give recommendations to an author while they are de-
signing/writing a piece, this knowledge of what is not (yet) there
is important. Obviously, for this task to be semi-automated, mea-
sures of diversity that operate on such an ontology are required as
well, and we will offer an example of how such a measure may be
designed in Section 3.

Third, we note that a recommender system for journalists has a
normative aspect thatmay be stronger and certainlymore ethically
debatable than the normative face of other recommender systems:
diversity must not be understood mechanically; it is not a goal in
itself. There is generally something, some actor, some viewpoint,

3Framing and bias are technical terms that open the door to future work; we will
discuss them briefly in Section 5.

that is not represented.This choice is a value judgment that may de-
pend on the local context, but also on personal or editorial choices,
or society-wide consensus. For example, in current reporting on
refugees, xenophobic positions of the far right are not always, but
regularly included (and the extreme right is also an actor in the
coding ontology we use), while in reporting on the second world
war, holocaust deniers and their positions are generally omitted.
For the purposes of the present paper, we take a given ontology,
see Figure 2 and the next section.

In Section 3, we will describe our approach that rests on three
pillars: (a) an ontology, (b) natural-language processing, and (c) di-
versity measures on ontology and instances, as well as the first
version of the Diversity Checker tool. Before that, Section 2 will
give a brief overview of related work. Section 4 describes a case
study and first evaluation results of the tool. We conclude with an
outlook on future work in Section 5.

2 RELATEDWORK
Given the above, the task we have set for ourselves is to identify
actors in the text and determine whether there is an acceptable
balance in the types of actors present. This builds on the task of
Named Entity Recognition (NER). This extracts more than just ac-
tors, however, it glosses over cases where entities are referred to us-
ing generic terms like common nouns or pronouns (e.g. “he”, “the
police”, “the women”). Fortunately, NER is one of the NLP tasks
that has seen results published for many languages, not just Eng-
lish [25]. Besides tools that work on multiple languages [1, 19, 29],
there are things specifically focused on Dutch [7, 8].

Supposing, then, that we can identify entities in Dutch text, an-
other issue arises, namely that of granularity. Frequently, NER tools
have classified entities in very coarse classes of entities, usually
including person, organization and location, e.g. [7]. Attempts are
being made to classify more fine-grained categories, especially for
the person category, e.g. [8, 10, 12, 22]. The way these works ar-
rive at their fine-grained classes is not generally agreed upon [22];
Ling and Weld, for instance, base themselves on tags from Free-
base, while Sekine and Nobata [31] constructed a hierarchy using a
combination of labels manually assigned to entities extracted from
a corpus, old results, and thesauri.

There are also tools like DBpedia Spotlight [24], which anno-
tate entities with links to DBpedia URIs and thus provide an ex-
tensive ontology. Another tool called Enrycher [32] also links en-
tities recognized to ontology concepts. Another tool in a similar
vein is OpenCalais, see [14]. None of these tools currently works
for Dutch, however. We notice two trends: the methods by which
fine-grained categories are constructed are often somewhat ad hoc.
Particularly the assumptions going into the specific categorization
are often left unspecified. Second, naturally the authors of these
structures attempt to strike a balance when constructing them be-
tween generality and learnability (e.g. Desmet and Hoste [8]).

The fine-grained ontologies referred to above offer some speci-
ficity, but they are not necessarily appropriate for our domain. To
make meaningful statements about our domain, we need an ontol-
ogy of social roles and functions. This makes the ontology a key
component of our recommender system. We therefore believe it is
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necessary for someone with expert knowledge on the subject to in-
form it. In this case, we obtained the ontology from our colleagues
in communication science and used it in a two-step process to re-
fine the relevant entities identified by a generic NER system.

3 DIVERSITY CHECKER
Before we can operationalize actor diversity as discussed so far, we
need to answer the two questions posed in the introduction: what
is the right unit of analysis, and what do we compare to arrive at
a verdict about diversity? We choose to analyze individual articles,
given that we cannot assume that an ensemble of articles is served
as a unit like a traditional newspaper (see Section 1).

As for the second question, we can refer to the literature to get
a better grip on how diversity may be measured. For instance, Stir-
ling [33] proposed a general framework in which three individu-
ally insufficient qualities jointly give rise to diversity: variety, dis-
parity, balance. He combines these three into a general score that
also supports weights. In our case we can fill in the three as follows,
with respect to actors: variety is the number of different categories
of actors, disparity is the degree to which different categories are
different, and balance is the degree to which the set of actors is
evenly distributed over the categories. The score is then computed
as follows:

∆ =
∑
i,j

(di j )
α (pipj )

β ,

with di j the disparity between actor types i and j, pi and pj the
respective fraction of the total number of actors of type i and j,
and α and β weights between 0 and 1. For the present paper, we
set α = β = 1. The disparity di j can be defined as follows, using a
technique inspired by Navigli and Velardi [26]. Given an ontology
of actor types, di j is defined as 1 − ℓ, where ℓ is the length of the
shortest path between the categories of actors i and j scaled by the
length of the longest possible path between any two categories4.
The latter is computable in linear time because the ontology is a
DAG.

A “diversity score” on a single article makes no sense without
reference to some standard [15]. A standard onemight use could be
a set of reference texts which are manually analyzed and deemed
to be of sufficient diversity. One could then compute the scores of
these texts and use them as a threshold (e.g. via mean or median)
on the diversity score of an arbitrary text. This ties in with our ear-
lier comments about normative choices: even if the score is below
the threshold, normative arguments may well be able to justify the
choices made in constructing the text. We do not speak out about
such issues, of course; our tool is merely a recommender, not a de-
cider. Also note that quality is not solely dependent on a diversity
score but depends on other aspects as well, like factual accuracy.

Concretely, we set up the following pipeline, see also Figure
1. First, a given text needs to be preprocessed, which is done us-
ing Frog [5], a tool that provides tokenization, lemmatization, POS
tags, morphological information, NER and both shallow and full
parsing for Dutch. The result is a well-organized XML structure in
the FoLiA (Format for Linguistic Annotation [35]). Once the input
4Stirling makes no assumptions about any structuring of the available categories. The
disparity factor enables us to capture this structure. Note, however, that just a naive
path length as used here will not give the best results when the hierarchy of categories
is lopsided.

has been structured, it becomes straightforward to extract actor
candidates from the text, as these are the entities with the coarse
type person. Next, we need to classify the fine-grained actor type
according to the ontology. To perform this classification, we apply
kNN classification (using Scikit-learn [28]) using a set of articles
that were annotated manually. The features used for this classifier
are listed in Table 1. Categorical features are mapped to [0,n − 1],
with n the number of categories. With Boolean features mapped
to [0, 1], we obtain a numerical feature vector that can be used to
compute similarities according to the Euclidean distance.

Essentially, we use two groups of features: one contains features
derived from the grammatical annotations generated by Frog, the
other is a set of Boolean variables indicating membership in some
word list. Several remarks need to be made here. Firstly, an entity
as recognized in the coarse NER step can consist of multiple words,
but the grammatical features are defined on single words. In case
any entity consists of multiple words, the head h (the word closest
to the root of the dependency tree) is used. We also use the head
to check for membership of one of the word lists.

The second remark concerns theword lists.We constructed these
lists in consultation with our communication science colleagues.
They are meant to contain words that correlate with the most com-
mon and homogeneous categories. For instance, “police and secu-
rity services” is a category that occurs frequently and most of the
entities with this category are either literally the word ‘police’ or
otherwise contain this word. Hence, this is one of the words on
the list for this category. Conversely, the way a single person is
individuated is often by their name and/or occupation, making the
generic category of “other” under citizen unsuited for the construc-
tion of a word list.

Finally, the diversity score is computed as outlined above. As
mentioned, pi is the number of occurrences of actor category i
and di j is the minimum length of a path in our ontology between
categories i and j; both pi and di j are normalized. For each rec-
ognized actor, the classifier determines the category. Once all the
categories occurring in a given article are known, the sum for ∆
shown above can be computed. The diversity score for an article is
this ∆, which we normalize by the number of words in the article.

4 CASE STUDY
We now report on a case study to test the performance of the tool
and demonstrate its abilities. To evaluate the classification perfor-
mance, we need an annotated corpus and an ontology.We obtained
a small corpus from our colleagues in communication science.This
corpus consists of 99 articles from the Belgian newspaper De Stan-
daard, all in some way related to the refugee and migration crisis.
The articles were published between 6 November 2015 and 30 Jan-
uary 2016. Actors and their types are marked in the text. One of
the articles was excluded due to poor formatting. The rest of the
corpus contains 57,207 tokens in 3,264 sentences. Our colleagues
also provided us with an ontology, partially shown in Figure 2.

The full ontology consists of a tree containing 235 nodes and
176 leaves. Given the large number of leaves, we performed sev-
eral tests in which we cut off the tree at progressively lower levels,
giving runs on 2-, 3- and 4-level versions, as well as the full on-
tology. We ran the analysis on each of the articles in the corpus,
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Figure 1: The architecture of the Diversity Checker. Text goes in, is preprocessed by Frog and has features extracted based on
the annotated text and the word lists. The feature vectors are then used to determine actor types, which are then analyzed
according to the ontology to compute ∆. For the ontology of actor categories, see Figure 2.

Figure 2: A cropped version of our ontology showing the categories with non-zero F1 scores in the case study in Section 4 down
to the third level.
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Figure 3: Diversity score∆ divided by number of words.

then computed the precision, recall and F1 scores. In Table 2, we
report these scores. Some categories had insufficient support (in
some cases none at all), and F1 = 0. These have been omitted.

Several things are worth noting. Since we use a simple kNN
classifier, the hierarchical structure of the ontology is not taken
into account in classification or scoring: the right category is the
most specific one available, and any other category counts as an er-
ror. Furthermore, the hierarchy is not balanced, as there are many
more categories under politics than under the business and citizens.
This results in some of the shallow leaves having scores for multi-
ple runs of the experiment with different ontology depths. These
scores differ by only small amounts, which shows the algorithm is
robust as its classification does not change when more options are
added. (In the table, we only show the score for the first run during
which a category occurs.)

We also give an overview of the averages of the scores reported
in Table 2, see Table 3. These are macro-averaged scores, weighed
by support because the categories are unbalanced. Comparing the
two tables, we can see that the average values quickly diminish
when the ontology becomes deeper, as can be expected when its
structure is not taken into account. We note, however, that several
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Table 1: Features used to classify an entity e’s actor type.The
head of a multi-word entity is h.

Feature Description
entity POS (use h’s POS for multi-word entities)
POS of parent the POS of e’s parent in the dependency

tree
dependency relation the relationship e has with its parent,

can be unknown if the parser failed
word count number of words e consists of
aid services e is on the word list for aid services
army e is on theword list for the armed forces
criminal e is on the word list for criminals
judiciary e is on the word list for the judiciary
law enforcement e is on the word list for law enforce-

ment
migrant group e is on the word list for migrants as

group
other citizen e is on the word list for citizens not be-

longing to any other category
protester e is on the word list for protesters
refugee e is on the word list for refugees
EU bodies e is on the word list for EU bodies
vox pop e is on the word list for vox pops

classes maintain a relatively high score, for which two explana-
tions are possible. Firstly, there is quite a strong correlation be-
tween the number of examples available for a class and its score,
which is quite logical. Second, there are some classes that have
a surprisingly high score, given the number of samples for them,
which occurs particularly with the class of police and security ser-
vices. We inspected the annotations and found that most actors
with that category were simply the word ‘politie’ (police).

The classification of actors is but the first step in measuring di-
versity, and given the current recognition quality, the values com-
puted for ∆ would contain a substantial margin of error. To deter-
mine an upper bound for performance and to understand the diver-
sity characteristics of our corpus, we therefore systematically com-
puted∆ for each article from the ground-truth annotations. Figure
3 shows ∆ normalized by article length. This shows that many ar-
ticles score quite poorly on diversity. We manually inspected some
of the articles with the lowest and highest values of∆. One with a
very low score turned out to be an interview, for which the focus is
naturally narrower. Another was a wordy piece citing various peo-
ple at the station in Cologne after the infamous mass sexual assault
during the New Year’s Eve celebrations, where most of the people
cited were miscellaneous citizens. Again the setting may explain
some of the low diversity, but the fact remains that the people cited
were not very diverse. This could also be an issue with the ontol-
ogy used, which offers relatively few subcategories of citizens so
that a generic cross-section (which is what the article seemed to
aim at) is mostly categorized under “other citizen”. Note that this
choice, made when constructing the ontology, represents a norma-
tive decision, namely that it matters less to discern different types

Table 2: Precision (p), recall (r), F1 and support (s) after run-
ning the tool on a progressively deeper ontology. The level
column gives the depth of the ontology at which a given cat-
egory appears.

category p r F1 s level
government + politics 0.73 0.85 0.78 326 2
domestic politics 0.23 0.33 0.27 67 3
local politics 0.03 0.07 0.04 14 4
government 0.16 0.16 0.16 49 4
Secretary for Asylum and Mi-
gration

0.12 0.19 0.15 27 6

Belgian chamber of people’s
representatives

0.50 0.33 0.40 3 5

foreign politics 0.57 0.73 0.64 225 3
EU 0.25 0.14 0.18 38 4
EU commission 0.20 0.25 0.22 12 5
other EU bodies 0.06 0.14 0.08 7 5
G20 - EU countries 0.20 0.39 0.26 66 4
politician Germany 0.09 0.26 0.13 23 6
government Denmark 0.33 0.17 0.22 6 6
Eastern European countries 0.09 0.23 0.13 22 4
Central and Northern Euro-
pean countries

0.08 0.05 0.06 22 4

judiciary and aid services 0.75 0.44 0.56 34 3
police and security services 0.71 0.63 0.67 27 4
citizens 0.77 0.71 0.74 257 2
refugee 0.51 0.61 0.55 94 3
group of refugees 0.50 0.70 0.58 82 4
immigrant 0.49 0.37 0.42 105 3
group of immigrants 0.41 0.42 0.42 80 4
individual immigrant 0.41 0.20 0.27 25 4
criminal 0.75 0.12 0.20 26 3
other citizen 0.18 0.08 0.11 25 3

of citizens than it does to discern certain other types of actors in a
more fine-grained fashion (notably, political actors).

On the positive side, several articles with a high score did indeed
cite sources from multiple different corners of the ontology. We do
note, however, that with a complex issue like the migrant crisis, it
can be easy to simply mention a wide variety of actors while still
ending up representing a relatively small number of viewpoints5.
Of course we saw examples of this as well.

5 SUMMARY, CONCLUSIONS AND FUTURE
WORK

In this paper, we have outlined oneway of studying diversity in the
media, namely by looking at the distribution of actors in the con-
tent on offer. To that end we have introduced the first version of
the Diversity Checker, a tool that is meant to analyze this distribu-
tion and that will ultimately be able to recommend improvements
on a given text to help its ‘diversity score’. We performed a case
study on a small corpus of Flemish newspaper articles about the
5After all, while viewpoint diversity can be measured through actor diversity, the
latter is not a perfect proxy for the former [4].
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Table 3: Average score and missed values for each depth d
tested. We also list the number of available actors that were
missed by the system due to low support in the m column. d
is the depth of the ontology for the given values.

p r F1 s m
d = 2 0.70 0.74 0.72 620 37
d = 3 0.47 0.49 0.46 620 44
d = 4 0.27 0.27 0.25 620 112
d = full 0.23 0.23 0.21 620 233

European migrant crisis, and found that indeed there is room for
improvement of the diversity, but also of the Diversity Checker.

What do we learn from the case study? Superficially it turns out
there is indeed a need for a Diversity Checker, or some tool at least
to improve the poor scores we see in Figure 3.We do note, however,
given what we saw in the manual inspections, that the tool in its
current form is not sufficiently intelligent. It became clear enough
that sometimes, there are clear explanations for a low diversity
score, including deficiencies in the tool itself.

We see several points for improvement. For instance, we will
need to employ coreference resolution to detect actors more accu-
rately. This will improve counting actors by enabling us to more
accurately include oblique references such as pronouns. It is gener-
ally sensible to look at the context in which actors are mentioned.
For instance, when someone is cited, it could be positively (e.g. to
support an argument) or negatively (e.g. as something being ar-
gued against). Furthermore, different machine learning techniques
can be explored, such as support vector machines.

However, there are also a few more general features we would
want to add. When it comes to journalistic text, there are two phe-
nomena we are interested in that play a role in affecting the quality
of the content with respect to diversity, namely framing and bias.
Framing is the phenomenonwhere frames are used to highlight the
salient aspects of an issue [11], thereby potentially de-emphasizing
other aspects. In the example above, the difficulty to process asy-
lum seekers is highlighted while the effect on the people them-
selves is largely ignored: asylum seekers are mostly passive and at-
tention is shifted to bureaucrats (e.g. “our waiting hall”, emphasis
ours). Automatic frame analysis has been studied [2, 3, 6, 16, 18, 34],
and we would continue that line of research.

Bias is a subtly distinct phenomenon that is sometimes con-
flated with framing (e.g. “framing bias” is one type of bias iden-
tified in [30]). We take bias to manifest in low-level things like
word choice, which can contribute to the overall framing. In the
example, for instance, we would call ‘influx’ a biased term, as it
encodes refers to the idea that the country is being drowned by a
tidal wave of foreigners. Automatic bias detection has also been
studied [13, 20, 21, 27, 30], and we would like to contribute to that
area by disentangling the concepts of framing and bias.

A key practical question will be how to proceed from an NLP
analysis that outputs an annotated text and an evaluative diver-
sity score to a tool that is actually used by journalists. Our target
users are highly skilled professionals whose very self-concept de-
rives from what and how they write. A healthy self-confidence of

“I know how to write, and my reporting is fair and accurate” (see
https://fair.org/) is a prerequisite of the job, even if it should be
— and usually is — balanced by a healthy self-consciousness about
the inherent limits of such statements. So a recommender approach
must be chosen, and a user interface designed, with care. An au-
tocompleting recommender that may work well for spell check-
ing or searches would probably not be appropriate in this setting.
But what would be? We note that everyone has blind spots, and it
would be useful to be able to alert journalists to things they may
have missed. In preliminary interviews with some professionals,
we found they would indeed be interested to see if they missed
things, and also whether there are trends over time (e.g. relative
underrepresentation of a minority group’s interests).

Approaches that come to mind and that do not need to exclude
each other are (a) dashboard-like interfaces that can show, for the
current text version, the annotations as well as a diversity score de-
rived from them, (b) reference texts and thresholds for comparison,
as suggested in Section 3 above, or (c) more open-ended interfaces
such as on-the-fly searches for texts that are similar in content but
different in diversity (inspired by [13]). The displays could focus
attention on what is there and/or what is not there, namely (d) on-
tological categories that are missing — where the choice of what
to display as missing-but-complementary would need to be well
calibrated and tested. Given any of these, (e) should analysis com-
ponents allow for configuration and what-if analyses? Besides the
preliminary interviews mentioned above, we will have more in-
depth consultations to fine-tune the tool as it matures.

While we have stated that we want to build “a recommender,
not a decider”, we are aware that however non-directive we try to
be (e.g. by aiming for a transparency tool or a nudge, see [17]), we
cannot avoid baking value judgments and perceptions of the world
into the ontologies, formulae, and functions we use, and we will
transport certain values by the very fact of offering such a helper
tool in the first place. Open-ended discussions in the requirements
elicitation and evaluation sessions will be one way to work on this,
but we would also like to build into the tool itself invitations to
challenge the tool’s assumptions and us who — whether through
explicit or implicit bias — built these assumptions into the software.

Finally, it is conceivable that authors could game the algorithm
in its current form, writing a piece with many types of actors that
humans would not judge as diverse. This shows the multi-faceted
nature of diversity: in such a situation, diversity of social classes
could for instance obscure a lack of diversity of viewpoints, or a
biased way of representing the viewpoints. The current version of
the algorithm fails to detect such cases, but the planned improve-
ments should increase robustness against them.

Through this range of investigations at different levels from text-
analysis algorithms to usage settings, we hope to contribute to, and
help both broaden and focus, the currently ongoing discussions
about just what diversity is and should be.
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