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Abstract: In this paper, the authors address the tasks of audio source counting and separation for two-channel
instantaneous mixtures. This goal is achieved in two steps. First, a novel scheme is proposed for estimating the
number of sources and the corresponding channel intensity difference (CID) values. For this purpose, an angular
spectrum is evaluated as a function of the ratio of the magnitude spectrogram of the two channels and the peak
locations of that spectrum are obtained. In the second stage, a new approach is developed for extracting the individual
source signals exploiting a Bayesian non-parametric modelling. The mean field variational Bayesian approach is
applied for inferring the unknown parameters. Classification is then performed on the inferred active CID values to
obtain the individual source magnitude spectrograms. This way, the number of spectral components used for
modelling each source is found automatically from the data. The Bayesian approach is compared with the standard
Kullback-Leibler non-negative tensor factorisation method to illustrate the effectiveness of Bayesian modelling. The
performance of the source separation is measured by obtaining the existing metrics for multichannel blind source

separation evaluation. The experiments are performed on instantaneous mixtures from the dev2 database.

1 Introduction

Audio source separation is still a challenging task that is relevant in
several fields such as polyphonic music separation, automatic
meeting transcription and speech recognition. Generally, the
channel characteristics between the sources and the sensors are
unknown and we are dealing with a so-called blind source
separation (BSS) task. Underdetermined mixtures are more often
separated using time—frequency masking techniques [1] or
classical sparse approaches such as [2—4]. Much research has been
driven using non-negative matrix factorisation (NMF) to
decompose the mixture audio signal into its spectral components
from single channel measurements [5-7]. The data matrix is
usually constructed based on the magnitude or power spectrogram
of the audio mixture signal. NMF is applied for approximating the
data matrix X by a product of two non-negative matrices W and
H. The columns of W specify the spectral components and the
rows of H represent the time activations of these components at
different time frames. The well-known multiplicative update (MU)
rules are used for solving this optimisation problem [8]. These
rules have been derived for different measures to express the
discrepancy between the data matrix X and the model W x H
such as the generalised Kullback—Leibler (KL) divergence, the
Itakura—Saito (IS) distance or the Euclidean distance. The
probabilistic extension of NMF is accomplished by presuming a
generative probability distribution for the data and finding the
maximum-likelihood (ML) solution through the generalised EM
algorithm. For some specific choices of data distribution, this is
equivalent to the standard NMF solution given by the MU rules.
For instance, the Poisson assumption for the data distribution is
equivalent to KL divergence [9]. If in addition a suitable prior
distribution is assumed for the unknown parameters W and H, we
deal with a Bayesian modelling of the data [10]. In this case,
maximum a posteriori (MAP) estimation of the parameters needs
the exact derivation of the parameter posteriors. Since this is
not tractable in many cases, variational Bayesian techniques are
the most promising methods for approximating the posterior.
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Subsequently, the optimal values of the parameters are inferred as
the expectation under the approximated variational posterior
distribution. With a suitable choice of the prior distributions,
Bayesian modelling can outperform the ML solution.

In the case of multichannel recordings, the channel mixture
coefficients are an additional unknown parameter set which is to
be estimated. In [11], a probabilistic non-negative tensor
factorisation (NTF) approach is applied for obtaining the channel
mixing coefficients along with the spectral components and the
time activation matrices corresponding to individual sources. Each
source’s STFT is described by a generative model of
superimposed Gaussian components, which is equivalent to taking
the IS divergence as the difference measure in standard NTF,
whereas the EM algorithm is equivalent to the MU rules. In [12],
a PARAFAC-NTF approach is considered on both the absolute
value and power of the signal’s STFT, considering KL and IS
divergence measures, respectively. These two scenarios are then
compared with their probabilistic counterparts. In [13], an
improved version of shift-invariant tensor factorisation has been
proposed for musical sound source separation. In [14], a source
separation algorithm is proposed based on NTF which uses a
known spatial cue. The above-mentioned techniques have in
common that they need to cluster the obtained spectral
components and associate them to different audio sources.

One shortcoming of the methods discussed above is that they
assume the number of sources as well as the total number of
spectral components for modelling the sources is known in
advance; however, this is not the case for many applications.
Non-parametric Bayesian modelling techniques have been
introduced for fixing this issue in single channel source separation
[15-17]. The major assumption behind non-parametric modelling
is the infinite number of latent components composing the data.
However, in the inference stage, only a limited subset of these
components remains active. This is achieved by choosing a sparse
prior for the weight parameters specifying the gain of the latent
components in the mixture. Here, we construct a proper
non-parametric Bayesian model for the multichannel case to avoid

This is an open access article published by the IET under the Creative Commons 587
Attribution-NonCommercial License (http:/creativecommons.org/licenses/by-nc/3.0/)


mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:

having to assume a predefined number of spectral components for
each source. In [18], a so-called permutation-free infinite sparse
factor analysis, based on a non-parametric Bayesian framework is
introduced that enables inference without a pre-determined number
of sources. However, these and similar methods based on infinite
independent component analysis are just applicable when the
number of sensors is larger or at least equal to the number of
sources. Here we propose a more general approach which can also
be applied to the underdetermined BSS.

Despite the fact that the instantaneous audio mixtures are rarely
encountered in real-world due to multipath effect and delayed
reception, many papers have considered the instantaneous scenario
[19-22]. The instantaneous mixture assumption is reasonable when
coincident microphone arrays are applied [23-25]. In this case, we
can disregard the phase difference because the microphones lie at
the same position; however, the received signal amplitudes are not
the same due to the different directivity patterns of the
microphones. Therefore, using coincident boundary microphones
we can configure an acoustic mixture system accomplishing the
instantaneous mixture model conditions. Instantaneous mixtures
are also common in synthetically mixed music.

In this paper, we partition the task of source separation into two
steps. In the first step, the number of sources and the channel
intensity difference (CID) values are estimated by evaluating a
metric as a function of the ratio (represented as the tangent of an
angle) of the magnitude spectrograms of both channels, and this
for every time—frequency (TF) cell of the mixture signal STFT.
An angular spectrum is calculated applying a pooling operation
over time and frequency. The number of sources can then be
estimated by finding the peak locations of the angular spectrum
subject to some constraints. Enforcing these constraints can
eliminate spurious peaks produced due to mismatch between
model and data such as sensor noise. Besides inferring the
number of sources, the proposed approach enables us to avoid
clustering schemes for obtaining the channel coefficients, which is
advantageous in practice since clustering is a delicate procedure
[13]. We relax the sparsity assumption in the sense that we
require a sufficiently large number of sparse TF cells in the
analysis window, such that clear peaks emerge in the angular
spectrum. Another contribution of this paper consists of
proposing a novel approach for estimating the number of the
sources and channel coefficients in advance.

For the second step, we propose a Bayesian non-parametric NTF
modelling scheme to decompose the magnitude spectrograms into
channel coefficients, spectral components and time activation
matrices. The combination of Bayesian and NTF modelling is
introduced for the first time here and makes our developed method
different from what is followed in [9—12]. The elements of the
spectral components and the time activation matrices are assumed
to have a Gamma prior distribution. The concepts are similar to
our proposed Bayesian non-parametric factorisation method for
model order estimation [26] and can be regarded as an NTF
extension of that model; in the present paper, we develop a
non-parametric Bayesian model for multichannel recordings that
enable us to infer the number of spectral components required for
modelling individual sources automatically. This goal is achieved
by presuming a large value for the total number of spectral
components. After estimating the parameters through an iterative
variational Bayesian procedure, we can group the components into
sources by classifying the inferred channel coefficient ratios
(intensity difference values), where the centroids obtained in the
first step are used for classification. Derivation of the required
parameter posterior update relations has been done for the first
time in this paper. The obtained magnitude spectrogram of the
sources is enriched with the phase of the original mixture STFT to
derive their complex STFT. The individual time-domain source
image signals can then be obtained by inverse STFT on each
channel. In the experiments, the effectiveness of the proposed
Bayesian scheme is demonstrated through comparison with the
standard KL-NTF method.

The novel aspects of our proposed approach can be summarised as
follows:

e Estimation of the number of the sources through introducing the
angular spectrum and also estimation of the channel coefficients.

e Development of the Bayesian NTF framework and deriving the
model parameters’ update relations.

o Inferring the model order (total number of components) through
imposing sparsity to the channel coefficients.

The rest of this paper is organised as follows. The CID estimation
and the source counting scheme are described in Section 2. Section 3
is devoted to the Bayesian non-parametric model for multichannel
source separation and to the derivation of the variational Bayesian
update equations. Section 4 presents the experiments and a
discussion on the results. Conclusions are drawn in Section 5.

2 Estimation of the CID and the number of
sources

Generally, the channel mixture coefficients are estimated based on a
sparsity assumption for audio signals [2, 27]. This means that just
one source is assumed active in each TF cell. Therefore, the
channel coefficients are estimated for each TF cell and the final
solution is obtained by applying a clustering scheme on the
histogram of these estimates. The main drawback of these methods
is that they are very sensitive to the sparsity assumption.
Moreover, clustering schemes are generally sensitive to the initial
choice of the centroids. Moreover, the number of sources needs to
be known. In [28, 29], less strict sparsity is assumed by detecting
TF regions where one source is dominant over others. In [28], a
local confidence measure is obtained in a given TF region and a
clustering algorithm called DEMIX, based on the confidence
measure, is proposed for counting and locating sources.

Motivated by the above-mentioned disadvantages, we do not deal
with clustering-based methods in this paper. Instead, our proposed
approach computes an angular spectrum from CID values obtained
for each TF cell. The CID values and the number of sources are
then estimated by finding the peak locations of this spectrum.

The instantaneous mixture signal in the STFT domain can be
written as

J
Xp =D aySy+ng i=1,2 (1)
=1

where Xj; denotes the complex value of the mixture signal STFT in
frequency bin f'and time frame ¢ for the ith channel and a;; represents
the channel mixing coefficient which takes a real positive value. S
is the complex contribution of each source in each TF bin and J is the
total number of sources. 7, represents additive noise.

We define the CID measure as follows

(o

&(f, t) =2tan” ‘ 2

Then, we evaluate a metric against angles 6 corresponding to CID
values, using equal spacing in the interval [0, 7]

R(f, 1, 6) = cos(¢(f, 1) — 6) ©)
For increasing the angular resolution, a monotonically decreasing

non-linear function in the range [0, 1] is applied to this metric, a
technique that is inspired by direction-of-arrival estimation [30]

M(f, 1, 6)=1— tanh(a,/l R, 1, 0)) o

where o is the non-linearity parameter. Using this non-linear
function is a computationally cheap method to sharpen the peaks
corresponding to the true source CIDs. To obtain the final angular
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spectrum F(0), a summation over all frequency bins and a
maximisation over all time frames are performed

F(6) = max > M(f, 1, ) )
f

To purify the angular spectrum, we can obtain it based on the TF
cells which more probably correspond to one dominant active
source. This way, we can enhance the true peak levels
corresponding to the actual source CIDs and consequently
diminish the effect of the spurious peaks. For identifying the
mentioned cells, we introduce the following weighting function

L if(cos (£ — £X,) > B)
() -)

0, otherwise

/\(f’ t) =

where f; is set to 0.99 and B3, = mtax(me_an(lX, 7l + 12X D)-

The first condition in (6) is aimed to recognise the cells with one
dominant source and the second one eliminates the contribution of
the cells with a low magnitude. The metric expressed in (4) is then
multiplied by this weighting to provide an improved angular
spectrum. The effect of the weighting will be illustrated in the
experiments in Section 4. The tasks of CID estimation and source
counting are accomplished by exploiting a peak finding algorithm.
First, the minimum value of the angular spectrum F(0) is
subtracted and then it is normalised, that is, the vector is divided
by its maximum value. Afterwards, two constraints on the
minimum distance between the peaks and minimum peak height
eliminate the irrelevant peak locations found by the peak finder
algorithm. To choose values for these thresholds, we studied the
behaviour of the peak finding algorithm in a setting where the
time-domain observations are corrupted by Gaussian noise at an
signal-to-noise ratio>15 dB (note this scenario differs from our
evaluation setup in Section 4). From this paper, we found that
thresholds for minimum peak height of 0.55 and for minimum
peak distances of 5° gave satisfactory performance. The retained
peak locations will be referred to below as estimated source CID
values.

Note that the peak heights are not proportional to the source signal
strengths, but to the number of TF cells in which a source is
dominant. This can be seen from 5: the derived two-dimensional
spectrum is computed as the sum over all frequencies of values
between 0 and 1, measuring agreement of data and hypothesis,
and this at the time ¢ where the source can produce the best match.
This clarifies our choice of threshold for the minimal peak height;
implying sources should at some point in time be dominant in at
least 55% of the number of cells compared with the most
dominant source. The minimal angular distance between peaks is
set based on the practical consideration that sources are spatially
distributed.

3 Source separation

Most of the BSS techniques work based on the sparsity assumption
for the audio sources. Therefore, the dominant source in each bin is
identified and then individual binary masks are applied to segregate
the source signals [1, 27]. A common issue with binary TF masking
methods is the musical noise artefacts which degrade the separation
performance. This noise consists of short tones randomly distributed
in the separated signal over time and frequency. Furthermore, the
sparsity is, in general, not a valid assumption for mixtures in
music. Therefore, a benefit of the proposed source separation
approach is it does not involve an explicit step of constructing a
binary TF mask based on this assumption. Cells where the sparsity
assumption is violated will not contribute to the peaks in the
angular spectrum F(6). As long as there are sufficient numbers of
sparse contributions, F(6) will show peaks at the correct locations.
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Each source is subsequently modelled by a sum of components
each described by spectral patterns, time activations and channel
mixing coefficients. The attribution of a component to a source is
achieved by classification of its channel mixing coefficient ratios
(IDQ - see Section 3.3) to one of the estimated source CID values.

3.1 Standard KL-NTF framework

To decompose the magnitude spectrogram of the audio mixture
signal Y= |X;4| into K spectral components in the multichannel
case, we can consider a standard NTF framework with KL
difference measure as follows

eryl;n Z Dy, ( l/,|Ym), subjecttoQ, W, H > 0

(N
Yﬁ = /21 Oy W/kaz

where the columns of the W matrix denote the spectral components,
the H elements specify the time activations and the @ matrix is
representative of the channel mixing coefficients corresponding to
each component. For solving the above optimisation problem, MU
rules have already been derived [12, 31].

3.2 Proposed Bayesian NTF framework

To avoid overfitting and hence obtaining more robust performance, a
Bayesian extension of NTF is derived here. We assume the following
Bayesian generative model

Yi/i‘ t/t Z Clk/l
=1, ..., Fre L, .., T
Cipr ~ Poisson(Qik Wﬂch,>
W ~ Gamma(a}vk, b}”k>

Hy, ~ Gamma(aﬁ,, bﬁ,)

i=1,2

®)

Oy ~ Gamma(aj, b?k)

where the Poisson and Gamma distributions are defined,
respectively, by Poisson(x|]A) = *A)/(T'(x + 1)) and Gamma(x|a,

B =[T(@] 'x* 'e™F x>0, a >0, B >0, respectively. We
refer to a as the shape parameter and S as the scale parameter. Cy,
denotes the latent components in our model which are assumed to
follow a Poisson distribution. The elements of the W, H and Q
matrices are assumed to have a Gamma prior distribution. The
Gamma distribution is the conjugate prior for Poisson distribution,
a choice which leads to simplification of the inference procedure.
The Gamma distribution is also selected because it can impose
sparsity on the inferred parameters. The evaluation in Section 4
will reveal that these assumptions are acceptable in the sense that
they lead to strong results on data from a competitive evaluation
campaign. By introducing the above generative model, we aim to
provide a method for automatically inferring the number of
spectral components required for modelling each source.
Therefore, the total number of components, K, is set to a large
number. Owing to the choice of a sparse prior for the elements of
0, the remaining active components after inference will be limited.
The active components can be specified by observing the /;-norm
of the inferred model components on the first channel which is
defined as ¢, = > . Oy WyH, for k=1...K and discarding the
components with near-zero /j-norm. This Bayesian NTF
framework can also be regarded as an extension of the Bayesian
NMF model proposed in [10].

MAP estimation of the parameters is not straightforward since the
exact posterior expression is intractable. Variational Bayesian
inference is a common method for finding optimal parameters in
this case. This approach tries to obtain an analytic approximation
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of the posterior distribution of the parameters given the data by
maximising a lower bound of the data likelihood. Here, we use the
mean field variational scheme which presumes a factorised form
for the approximate posterior [32]. If Z denotes the unknown
parameters in the model, these parameters are partitioned into M
groups specified by Z;, i=1, 2, ..., M. The variational posterior
is then chosen with the following factorised form

M
g@)=[]z@) ©)
i=1

The log-likelihood of data can be written as

- [ o(2) 1n<p§Z'))()>dz (10)

In p(X) = jgm 1n(P X, Z ))

gZ)

where X denotes the observed data and the integration domain is the
set of allowable parameter values for Z. The first term in (10)
specifies a lower bound on the log-likelihood. The aim of the
variational inference algorithm is to find an approximate posterior
2g(Z) which maximises this lower bound. Then, the optimal values
of the parameters are obtained as the expectation of the individual
parameters with respect to the variational posterior distribution
g(Z). The optimal solution for the variational distribution of each
group, g,(Z;), can be expressed as [32]

exp((ln pX, Z)) @>
fexp((ln X, Z)) @>de

(1)

g (Zj> =

where () — 9, denotes the expectation with respect to the variational
distribution of all other groups, g;(Z;), i # j. On the basis of (11),
the variational distributions of the four unknown parameter groups
C, O, W and H are derived. The variational distribution of the
components Cyy is proportional to the following expression (see
(12) at the bottom of the page)

which is in the form of a multinomial distribution with cell
probabilities pj;

g(Hkt) = Gamma(ain Bhkt)
o, = dj, + Z (Cip)»
o (15)
-1
Bkt (bh + Z <sz><Wﬂf>>
Kkt iLf
and
(Qu) = Gamma(af;. BY)
ay = ag + Z (Cag)s
St (16)

-1
1
= (b_?k + /2; <W/}><Hkt>)

The () operator denotes the expected value of the enclosed random
variable. The logarithmic expectations with respect to a Gamma
distribution which appear in (13) are given by the following
expression:

v ~ Gamma(e, B) = {In(v)) = ¢(@) + In(B) 17

where ¢(.) is the digamma function. The log-likelihood lower bound
is calculated as

P(Y, C, O, W, H)
g(C, 0, W, H)

LB = jg(C, oW, H)ln[
— = Y @H,)

ik,f.t

+Z<1n Ou) |: _1"‘2( k/t>i|
+ Zan(w,k){a;’k S <c,-kﬁ>}
1ok it

]deWdeC

F S i1+ )
kot if

. exp((ln Ou) 0 T (In W) 0 T (In Hy,) m) (13) + Z % —In (%) — % ln(b?k)]
ikft — ik L “ik
> exp((In 0) 52, + (I W) 55 + (in Hy) 25 )
o3 [P () - ln(b;i,)}
The expectation of Cy; with respect to this multinomial distribution kL T
is equal to pys Y [—(H
Again using (11), the variational distributions of the parameters + Z ;h kt> —1In F(aﬁt) — azt ln(bﬁt)i|
Oit» Wy and Hj, are obtained. They have the form of a Gamma kn b Tkt
distribution _
+ —log I‘( it 1) — Z(Cikﬁﬂn p,-kﬁi|
w W ift L k
g(Wfk) = Gamma(afk, Bﬂ)
N + [—(a;;{ - 1) ( “’) +1In By + o +1In T(ajk)]
=i+ D (Cag)s Tx
it (14)
-1 + Z [_(a?k — De(af) +1In B + af + lnF(a?k)]
ik
Bj = ( Dy <Q,k><Hk,>)
b + [ (o = D)elef) +1n Bl + o +1In T(af,)]
kot
Similarly (13)
2(Cyp) < 8<Ym -y CM) exp (Z Ca({In Q¥ + (I Wiy + (In Hyes ) — In T(Cpy + 1)) (12)
k k
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Fig. 1 Angular spectrum

After initialising the parameters by randomly drawing from the prior
and iteratively running the above coupled update equations, the
log-likelihood lower bound increases monotonically till
convergence. The optimal parameters W, H and Q are then taken
to be the expectation with respect to the variational distributions,
that is, the product of the shape and scale parameter of their
Gamma distribution. Convergence is achieved when the relative
increase of the lower bound falls below a threshold.

3.3 Extracting individual source signals

The estimated @ parameters are classified based on the estimated
CID values in the previous step. This can be performed by first
evaluating the inferred intensity difference measures IDQ
corresponding to Q coefficients as IDQ; =2 tan ~'(Q2/O1x), k=1...K.
The IDQ values are classified to J groups where J is the
estimated number of sources. This grouping is done by associating
each IDQ element to the nearest (in Euclidean distance) CID value
(centroid) obtained in the first step. For the standard NTF
framework, the classification is done on all of the estimated
components. Subsequently, the comlplex spectrogram of the jth
source spatial image on channel 7, Si;:, is given by the following
relation

; OuW pHy,
e, )
1;1 OuW gty

where K denotes the subset of components associated to the source .
The phase of the mixture signal is exploited to retrieve the source
contributions.

For Bayesian NTF, the individual complex spectrogram of the jth
source is derived as

Sip = pagXp i=1,2 j=1..J (20
K;

J

Then, the individual source signals in time domain are obtained by
applying inverse STFT operation to (19) or (20).

4 Experiments

the original mixture signals are used and no noise is added. The
sampling frequency is 16 kHz. The time duration of all individual
sources is 10 s. The STFT is computed with half-overlapping sine
windows of length 1024. The non-linearity parameter o is taken
equal to 15. The nodrums data is a mixture of three
non-percussive music sources and wdrums is the combination of
three music sources including drums.

4.1 Effectiveness of applying weighting function for
obtaining the angular spectrum

The angular spectrum is calculated for 180 uniformly spaced angles
in the interval [0 #]. The angular spectrum is calculated for the
nodrums instantaneous mixture. The number of sources is
estimated correctly to be three using the peak finder algorithm.
The estimated CID values are equal to [53 95 116] in degrees that
perfectly match with the true CID of the instantaneous mixtures of
dev2 database. Fig. 1 shows the effectiveness of applying the
mentioned weighting scheme to derive the angular spectrum (F(6))
for the nodrums data. It can be observed that the peaks
corresponding to the actual CID values of the sources are
considerably enhanced. The success of the first stage implies that
there are indeed enough TF cells where the relaxed sparsity
assumption holds for both the wdrums and nodrums data. Finding
the correct number of sources is a prerequisite for a good
performance in the second stage.

4.2 Source counting and CID estimation

To evaluate our proposed source counting method, the rate of
success of the algorithm in the estimation of the true number of
sources is calculated and reported in Table 1. For this purpose, J
sources with corresponding CID values uniformly spaced in the
interval [0 77] are mixed together. This is done for J from 2 to 10.
For each J, we generate ten different mixtures by randomly
selecting the original signals from speech/music sources of the
dev2 dataset. The results are compared with the results of the
DEMIX-Inst method [34] which are obtained using the software
provided in [35]. The success rate is calculated as the percentage
of correct estimations out of ten trials. As can be observed, the
algorithms perform perfectly up to five sources. For the case of

Table 1 Percentage of correct estimation of the number of sources

Number of sources 2 3 4 5 6 7 8 9 10
The experiments are performed on instantaneous stereo mixtures
from dev2 dataset of SiSEC’08 ‘underdetermined speech and zngu(ljar spectrum 100 100 100 100 80 70 50 30 30

: : ) . ase

music - mixtures tqsk [33]. The signals are F:onstrgcted by DEMIX-Inst 100 100 100 100 90 80 60 20 ©
combining three static sources scaled by real positive gains. Here,
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Fig. 2 RMDE as a function of the number of sources

erroneous estimations, our angular spectrum-based algorithm often
finds more peaks than the actual number of sources.

To also evaluate the CID estimation performance, the mean
direction error (MDE) is calculated similar to what is proposed in
[34]. Given the true CID values ©@ =[6,...6,] and the estimated
ones ©® = [0, ... 6;], the MDE is defined as

. 1 .
MDE®, ©) = pin 73 16— 07| @1

where S is the permutation group of size J. Toward this goal, the J
highest peaks of the spectrum found by the peak finder algorithm are
considered as the estimated CID values of the sources. Similarly, for
DEMIX-Inst algorithm, we set and fix the number of sources to J. To
measure the error in terms of relative precision, the relative MDE
(RMDE) is defined as

RMDE(®, O) = w (22)
mm’ 0/ — Gj/‘
J#E

where the denominator denotes the minimum distance between the
true CID values. RMDE values are plotted in Fig. 2 against the
number of sources. We have used 18,000 angle segments for
evaluating an angular spectrum to achieve an angular resolution of
0.01° because we need enough resolution to plot and compare
with the DEMIX-Inst scheme in Fig. 2. For the sake of

10 T T T T

KL divergence

0 200 400 600 800 1000
Iteration number

Fig. 3 KL-NTF convergence behaviour

Log-likelihood lower bound

0 200 400 600 800 1000

Iteration number

Fig. 4 Bayesian NTF convergence behaviour

comparability, we take two decimal places of precision from the
DEMIX-Inst estimates. It can be seen that our proposed algorithm
considerably outperforms DEMIX-Inst method up to six sources
and shows nearly the same performance for more than six sources.

4.3 Source separation assessment

For the second stage, the parameters of the Bayesian model are
initialised by randomly drawing from the prior. The
hyperparameters of the priors of W, H and Q are chosen as
ay =by =al, =b), =1, a, = 0.5, b} =1. We normalise the
Y elements to have a mean value of 1. The coupled update
equations for variational distributions are iteratively executed as
mentioned in Section 3.2. The convergence is verified by
calculation of the log-likelihood lower bound relative increase rate
in each iteration and checking if it is greater than a tolerance
threshold which is taken equal to 107¢. For avoiding local optima,
we have executed the algorithm ten times and chosen the results
corresponding to the largest likelihood lower bound. The total
number of components K is set to 50. For KL-NTF, the initial
values of the parameters are taken the same as in the Bayesian
approach. The convergence check can also be accomplished as
stated above by comparing the relative decrease rate of the KL
difference measure with a tolerance threshold equal to 107 in
each iteration.

The convergence behaviour of the KL-NTF and Bayesian NTF
approaches derived for nodrums data is illustrated in Figs. 3 and 4,
respectively. The optimisation criterion is plotted as a function of
the iteration number. The major result of this analysis is that the
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KL-NTF is sufficiently converged using <1000 iterations and
proceeding with more iterations does not lead to better performance.

The sorted values of the { metric are depicted in Figs. 5 and 6
corresponding to the nodrums and wdrums data, respectively. As
can be seen in Fig. 5, exploiting the proposed Bayesian NTF, 15
out of 50 components are active for the nodrums mixture, which is
specified as near zero values of ¢ for k>15. However using
standard NTF, all of the components are utilised in the model.
Applying Bayesian NTF, the number of active components for the
wdrums mixture is 11 as implied from Fig. 6. Here, the
components found by the KL-NTF method are again overfitted to
the data and all of the components are exploited. Increasing the
total number of components, K, has also led to the same number
of active components and the same separation performance for
Bayesian NTF. Using this Bayesian approach, we can avoid
overfitting. The lower computational load forms another advantage
of this non-parametric Bayesian approach over some Bayesian
model order selection methods. In our case, we choose a large
number as the total number of components and the model order is
inferred by executing the variational inference algorithm once,
whereas this is not the case for the model selection methods which
operate based on likelihood evaluation as they need to run the
inference algorithm for multiple values of the number of
considered model components.

The active components for each mixture are then classified based
on the estimated CID values as described in Section 3.3. For standard

0.2 0.2

oSN | - |

-0'20245310-0'20246810
[sec] [sec]

0.2 0.2
-0.2 -0.2
0 0 2 4 6 8 10

[sec] [sec]
0.05 0.05
o A -
-0.05 8
0 2 4 6 8 10 # 050 2 4 6 8 10
[sec] [sec]

Fig. 7 Original (left) and separated sources (right) for the nodrums mixture
(Bayesian NTF)
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KL-NTF, the whole 50 components are classified. The original and
separated source spatial image time-domain signals on the first
channel are plotted in Fig. 7 for the nodrums mixture applying the
proposed Bayesian NTF method. The same graphs are drawn in
Fig. 8 demonstrating the separated sources achieved by applying
the standard KL-NTF scheme. Similar plots are depicted for the
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Table 2 BSS evaluation metrics obtained for nodrums

Table 4 Average evaluation metrics

Nodrums Method Bayesian NTF SASSEC2007 SiSEC 2008 SiSEC 2010
S1(Bass) S2(rhythmic guitar) S3(lead guitar) SDR 16.6 10.3 14.0 13.4
ISR 20.3 19.2 23.3 23.4
Bayesian NTF SIR 19.2 16.0 20.4 20.0
SDR, dB 15.8 6.6 4.2 SAR 18.3 12.2 15.4 14.9
ISR, dB 22.1 9.6 5.9
SIR, dB 17.6 10.5 6.8
SAR, dB 24.4 10.4 9.2
KL-NTF sources, whereas KL-NTFc [12] assumes known number of
SDR, dB -125 37 1.0 components for modelling each source (equal), hence it does not
ISSIE' gg ‘:-389 144-48 ;'g need to classify the components because the clusters have been
SAR, dB 87 88 52 assumed kr}own in adV'a.nce. . '
KL-NTF [12] To provide an additional comparison in terms of the average
SDR, dB 13.2 -18 1.0 performance, we have applied the Bayesian NTF method to the
ISSIS' gg %57; 1503 ;% instantaneous speech mixtures of the database as well. We
SAR, dB 242 74 26 typ_ically find eight to nine components to model speech sources,
KL-cNTF [12] which correspond quite well to the hand-tuned optimum found in
SDR, dB 5.8 -9.9 3.1 [11]. Hence, another advantage of our proposed model order
ISSIE gg 183;05 (1)57 3 gg selection scheme over choosing a fixed order is revealed when we
SAR. dB 8.3 27 99 deal with mixtures containing both music and speech sources and

wdrums mixture in Figs. 9 and 10. We observe that the images
resemble the signals a lot more for the Bayesian NTF. Perceptual
evaluation by persons not familiar with the work confirms this.
Note that the performance differences between Bayesian NF and
KL-NTF cannot be attributed to convergence issues since increasing
the number of iterations did not result in significant changes.

To measure the quality of source separation objectively, the
evaluation metrics for multichannel BSS [36] are calculated. The
amount of spatial distortion, interference and artefacts are measured
by three energy ratios expressed in decibels (dB): the source
image-to-spatial distortion ratio (ISR), the signal-to-interference
ratio (SIR) and the signal-to-artefacts ratio (SAR), respectively.
The total error is also measured by the signal-to-distortion ratio
(SDR). The obtained metrics for the nodrums instantaneous mixture
are listed in Table 2. The Bayesian NTF performance is compared
with the standard NTF solution. Substantial advantage of Bayesian
NTF is revealed over standard KL-NTF. The evaluation criteria for
the wdrums mixture are shown in Table 3. Again, the effectiveness
of the Bayesian NTF can be observed. Furthermore, significant
performance improvement is achieved for the nodrums compared
with the results reported in [12], which we reproduce in Tables 1
and 2. In [12], the number of sources as well as the total number of
components are assumed known and fixed parameters; KL-NTF
[12] uses k-means clustering to associate the components to the

Table 3 BSS evaluation metrics obtained for wdrums

we are to blindly accomplish source separation. It is clear that in
these cases, it is not efficient to fix the number of model
components for all sources. The calculated average evaluation
metrics over all sources and all mixtures (music and speech) are

IERIEE VA S IR
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Fig. 11  Scatter plot of { against IDQ for the wdrums data using KL-NTF
(the true CID values are indicated by red vertical lines)
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listed in Table 4. They can be compared with the best results
obtained in the campaigns of 2007, 2008 and 2010 [36]. Our
average results are not better for all criteria, but we have to stress
that the prior information used in all methods is not the same. For
instance, we estimate the CID values, the number of sources and
the number of components for each source, while these are taken
known by the experimenters in the competing algorithms. Besides,
we are using random initialisation instead of using the
conventional BSS methods outcomes for initialising the parameters.
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shifted NMF for monaural sound source separation’. 2011 IEEE Int. Conf. on
Acoustics, Speech and Signal Processing (ICASSP), May 2011, pp. 245-248
Lee, D.D., Seung, H.S.: ‘Learning the parts of objects by non-negative matrix
factorization’, Nature, 1999, 401, (6755), pp. 788-791

Virtanen, T., Cemgil, A., Godsill, S.: ‘Bayesian extensions to non-negative matrix
factorisation for audio signal modelling’. IEEE Int. Conf. on Acoustics, Speech and
Signal Processing, 2008. ICASSP 2008, March 2008, pp. 1825-1828

SR : 10 Cemgil, A.T.: ‘Bayesian inference in non-negative matrix factorisation models’.
T(.) analyse where the superiority of Bayesian NTF stems from, we Technical Report, CUED/F-INFENG/TR.609, University of Cambridge, July 2008
prOVIde a scatter plOt of g Versus 'the IDQ Va'lue of each component 11 Ozerov, A., Fevotte, C.: ‘Multichannel nonnegative matrix factorization in
for KL-NTF (Fig. 11) and Bayesian NTF (Fig. 12) for the wdrums convolutive mixtures for audio source separation’, IEEE Trans. Audio Speech
data. For Bayesian NTF, we only include the retained components. Lang. Process., 2010, 18, (3), pp. 550-563
We observe that for Bayesian NTF. the IDQ values are close to one 12 Févotte, C., Ozerov, A.: ‘Notes on nonnegative tensor factorization of the
’ spectrogram for audio source separation: statistical insights and towards
of the true CID values of each Qf the sources, even fOI: the weaker self-clustering of the spatial cues’. Exploring Music Contents, 2011, pp. 102-115
components. For KL-NTF, this is not the case, especially for the 13 FitzGerald, D., Cranitch, M., Coyle, E.: ‘Extended nonnegative tensor factorisation
weaker components. This exp]ains the poor image quality for KL-NTF. models for musical sound source separation’, Comput. Intell. Neurosci., 2008
14 Mitsufuji, Y., Roebel, A.: ‘Sound source separation based on non-negative tensor
factorization incorporating spatial cue as prior knowledge’. 2013 IEEE Int. Conf.
. on Acoustics, Speech and Signal Processing (ICASSP), May 2013, pp. 71-75
5 Conclusmn 15 Blei, D.M., Cook, P.R., Hoffman, M.: ‘Bayesian nonparametric matrix
factorization for recorded music’. Proc. 27th Int. Conf. on Machine Learning
We have introduced novel approaches to the tasks of source counting (ICML-10), 2010, pp. 439-446 i
R R . . 16 Nakano, M., Le Roux, J., Kameoka, H., et al.: ‘Infinite-state spectrum model for
and separathn for _Stereo instantaneous audio mixtures. In the ﬁIS.t stage, music signal analysis’. 2011 IEEE Int. Conf. on Acoustics, Speech and Signal
the channel intensity values and the number of sources are estimated. Processing (ICASSP), May 2011, pp. 1972-1975
This is accomplished by evaluating an angular spectrum based on 17 Nakano, M., Le Roux, J., Kameoka, H., et al.: ‘Bayesian nonparametric
the magnitude spectrogram ratios of the two channels. It has been spectrogram modeling based on infinite factorial infinite hidden Markov model’.
. 2011 IEEE Workshop on Applications of Signal Processing to Audio and
shown that the propqsed approach can lc:’:ad to accurate estlmateg. Acoustics (WASPAA), October 201 1, pp. 325-328
The source separation task is regarded in the second stage knowing 18 Nagira, K., Otsuka, T., Okuno, H.G.: ‘Nonparametric Bayesian sparse factor
the CID values corresponding to each source. A non-parametric analysis for frequency domain blind source separation without permutation
Bayesian model is pI‘OpOSCd for estimating the channel mixing ambiguity’, EURASIP J. A1'4dio Speech Music Pr'ucessq 2013, 2013, (l_), pp- 1-14
. . . . 19  Arberet, S., Ozerov, A., Gribonval, R., ef al.: ‘Blind spectral-GMM estimation for
Coefﬁc.lents’ spectral components and time activations. .A 1arge underdetermined instantaneous audio source separation’. Independent Component
value is taken for the total number of components. After inference Analysis and Signal Separation, 2009, pp. 751-758
through a variational Bayesian procedure, a limited number of 20 Barkat, B., Sattar, F., Abed-Meraim, K.: ‘Sources separation of instantaneous
these components remain active. This can be speciﬁed by mixtures using a linear time—frequency representation and vectors clustering’.
. . . .. . 2006 IEEE Int. Conf. on Acoustics, Speech and Signal Processing, 2006.
0bserv1_ng .th.e ¢ metric. Grouplpg the remaining active components ICASSP 2006 Proc., 2006, vol. 3, p. 11l
to the individual source magnltude spectrograms 18 then achieved 21 Sandiko, C.M., Magsino, E.R.: ‘A blind source separation of instantaneous
by classification of the inferred channel coefficient ratios to the acoustic mixtures using natural gradient method’. 2012 IEEE Int. Conf. on
classes with known centroids given by the previous stage. For Control System, Computing and Engineering (ICCSCE), 2012, pp. 124129
. . .. . .. 22 Parvaix, M., Girin, L.: ‘Informed source separation of linear instantaneous
t1me-dpma1n denva.tlon of .the source S.lgnals’ the orlgmal phase 9f under-determined audio mixtures by source index embedding. audio, speech, and
the mixture STFT is exploited to obtain the complex STFT matrix language processing’, IEEE Trans., 2011
corresponding to individual source images on the two channels. It 23 Sanchis, J., Rieta, J.: ‘Computational cost reduction using coincident boundary
has been shown that a Bayesian extension of NTF can provide microphones for convolutive blind signal separation’, Electron. Lett., 2005, 41,
I modelling due to its ability to discard irrelevant ©), pp. 378-376
more powerfu r.nol elling . ue to 1ts abili y 0 discard 1rre evgn 24 Sanchis, J.M., Castells, F., Rieta, J.J.: ‘Convolutive acoustic mixtures approximation
components. This is manifested by observing the corresponding to an instantaneous model using a stereo boundary microphone configuration’.
BSS evaluation metrics and also the separated signals in the time Independent Component Analysis and Blind Signal Separation, 2004, pp. 816-823
domain. In contrast to the standard NTF, our proposed method is 25 Gunel, B., Hacihabiboglu, H., Kondoz, A.M.: ‘Acoustic source separation of
. . . convolutive mixtures based on intensity vector statistics’, /EEE Trans. Audio
not prone to overfitting issues. Moreqver, .the major advantage of Speech Lang. Process., 2008, 16, (4), pp. 748-756
the proposed non-parametric modelllng is that the number of 26 Mirzaei, S., Van hamme, H., Norouzi, Y.: ‘Bayesian non-parametric matrix
spectra] components required for modelling each source 1is factorization for discovering words in spoken utterances’. 2013 IEEE Workshop
automatically obtained based on data. on Applications of Signal Processing to Audio and Acoustics (WASPAA),
October 2013, pp. 1-4
27 Yilmaz, O., Rickard, S.: ‘Blind separation of speech mixtures via time—frequency
masking’, /EEE Trans. Signal Process., 2004, 52, (7), pp. 1830-1847
6 Acknowledgment 28 Arberet, S., Gribonval, R., Bimbot, F.: ‘A robust method to count and locate audio
sources in a stereophonic linear instantaneous mixture’. Independent Component
. Analysis and Blind Signal Separation, 2006, pp. 536-543
This research was funded by the KULeuven research grant GOA/14/ 29 Pavlidi, D., Griffin, A., Puigt, M., et al.: ‘Real-time multiple sound source
005 (CAMETRON)~ localization and counting using a circular microphone array’, JEEE Trans. Audio
Speech Lang. Process., 2013, 21, (10), pp. 2193-2206
30 Loesch, B., Yang, B.: ‘Blind source separation based on time—frequency sparseness
in the presence of spatial aliasing’. Latent Variable Analysis and Signal Separation,
7 References 2010, pp. 1-8
31 FitzGerald, D., Cranitch, M., Coyle, E.: ‘Non-negative tensor factorisation for

1 Reju, V.G., Koh, S.N., Soon, L.Y.: ‘Underdetermined convolutive blind source sound source separation’ (Dublin Institute of Technology, 2005)
separation via time—frequency masking’, [EEE Trans. Audio Speech Lang. 32 Bishop, C.M., et al.: ‘Pattern recognition and machine learning’ (Springer,
Process., 2010, 18, (1), pp. 101-116 New York, 2006)

2 Bofill, P., Zibulevsky, M.: ‘Underdetermined blind source separation using sparse 33 Vincent, E., Araki, S., Bofill, P.: “The 2008 signal separation evaluation campaign:
representations’, Signal Process., 2001, 81, (11), pp. 2353-2362 a community-based approach to large-scale evaluation’. Independent Component

3 Vincent, E.: ‘Complex nonconvex / p norm minimization for underdetermined Analysis and Signal Separation, 2009, pp. 734-741
source separation’. Independent Component Analysis and Signal Separation, 34 Arberet, S., Gribonval, R., Bimbot, F.: ‘A robust method to count and locate audio
2007, pp. 430437 sources in a multichannel underdetermined mixture’, [EEE Trans. Signal Process.,

4 Saab, R., Yilmaz, O., McKeown, M.J., et al.: ‘Underdetermined anechoic blind 2010, 58, (1), pp. 121-133
source separation via Ig-basis-pursuit’, IEEE Trans. Signal Process., 2007, 55, 35 Demix-inst software reference website. Available at https:/www.sites.google.com/
(8), pp. 4004-4017 site/simonarberet/codes/

5 Smaragdis, P., Brown, J.: ‘Non-negative matrix factorization for polyphonic music 36 Vincent, E., Araki, S., Theis, F., et al.: “The signal separation evaluation campaign
transcription’. 2003 IEEE Workshop on Applications of Signal Processing to (2007-2010): achievements and remaining challenges’, Signal Process., 2012, 92,
Audio and Acoustics, October 2003, pp. 177-180 (8), pp. 1928-1936

IET Signal Process., 2015, Vol. 9, Iss. 8, pp. 587-595
This is an open access article published by the IET under the Creative Commons 595

Attribution-NonCommercial License (http:/creativecommons.org/licenses/by-nc/3.0/)


https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/
https://www.sites.google.com/site/simonarberet/codes/

	1 Introduction
	2 Estimation of the CID and the number of sources
	3 Source separation
	4 Experiments
	5 Conclusion
	6 Acknowledgment
	7 References

