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Abstract 

The omics revolution has introduced new challenges when studying interesting 

phenotypes. High throughput omics technologies such as next-generation sequencing 

and microarray technologies generate large sets of data for a single wet-lab 

experiment. Interpreting the resulting data from these experiments is not trivial due 

to the data size and the inherent noise of the underlying technologies. In addition to 

this, all these data lead to an ever expanding biological knowledge which has to be 

taken into account when analyzing new experimental results.  

Biological networks provide a useful and practical approach of representing this large 

amount of biological knowledge. Interaction networks for example provide a blueprint 

of biological pathways that can be activated in an organism under specific 

experimental conditions. These interaction networks provide an ideal representation 

to interpret high-throughput omics data and in addition to this, these networks can 

be used by computational methods to reconstruct the molecular mechanism that 

drives the specific phenotype under research. 

An illustration of using interaction networks to analyze and visualize the results of 

genetic screenings was performed in a first publication in the context of this thesis. To 

better understand the biological pathways that drive colony morphology in 

Saccharomyces cerevisiae, first an interaction network for this organism was 

constructed from publicly available interaction data and second the results of a 

genetic screening were mapped onto this network. Based on this analysis the 

biological pathways and molecular mechanism influencing colony morphology were 

identified and biologically corroborated. 

The main part of this thesis consists of the development and application of the 

PheNetic framework for subnetwork inference. Subnetwork inference is the 

computational reconstruction of the molecular mechanism responsible for an 

observed phenotype from interaction networks. Using high-throughput omics data, 

these methods “reason” about possible explanations or molecular mechanisms of 

how a specific phenotype works.  

In a first setup, i.e. proof-of-concept, the benefits of subnetwork inference methods 

and specifically PheNetic were illustrated. Using multiple differential expression data 

sets from knock—out experiments associated with reduced acid resistance in 

Escherichia coli, the molecular mechanisms underlying this phenotype could be 

identified and validated with literature data. From the results it became clear that 
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subnetwork inference methods outperform naïve ranking of differentially expressed 

genes and as such the network methods could better identify the true molecular 

mechanisms that drive acid resistance in E. coli.  

A second setup was the interpretation of differential expression data using an 

improved version of the PheNetic framework. This application allows for the 

reconstruction of on the one hand the upstream regulatory network that induces the 

observed pattern of differential expression and on the other hand the activated 

downstream protein complexes and metabolic pathways in the observed phenotype. 

To provide a practical subnetwork inference tool that is readily applicable to 

experimental differential expression data a web server was developed available at 

http://bioinformatics.intec.ugent.be/phenetic/. In addition, the web server provides 

a visualization and analysis module for the interpretation of the inferrred 

subnetworks. 

A third setup was the identification of true “driver” mutations from experimental 

evolution experiments. Experimental evolution experiments induce a selection on an 

organism to adapt to an external stress, e.g. the presence of a toxic substance, 

limitation of nutrients, … . This type of experiments determines the genetic base of 

increasing fitness in a specific environment. By combining genetic data and differential 

expression data between the evolved and the original parent strain the molecular 

mechanisms associated with the increase in fitness can be identified. By assessing 

connectivity of the different mutations to the molecular mechanisms activated in the 

evolved strain, the true “driver” mutations, i.e. mutations that induce increased 

fitness, can be identified. This method was successfully applied on different evolution 

experiments in E. coli where previously known driver mutations could be identified 

from other mutations. 
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Beknopte samenvatting 

De omics revolutie heeft naast vele voordelen ook een aantal nieuwe uitdagingen met 

zich meegebracht voor het bestuderen van fenotypes. Hoge doorvoer omics  

technologieen zoals “next-generation sequencing” en microarrays hebben ertoe 

geleid dat er een enorme hoeveelheid experimentele data per experiment 

gegenereerd wordt. Het bestuderen van zulke data is geen triviale opdracht, dit door 

enerzijds de omvang van de data sets en anderzijds de ruis die in de data aanwezig is 

door de analyze technologieen. Bijkomend is door de altijd toenemende biologische 

kennis, het van belang alle nieuwe kennis te gebruiken wanneer experimentele 

resultaten geanalyzeerd worden. 

Biologische netwerken zijn een praktische voorstelling van deze biologische kennis. 

Interactie netwerken kunnen gezien worden als een kaart van de biologische 

“pathways” en moleculaire mechanismen die geactiveerd worden in een organisme 

onder specifieke experimentele condities. De interactie netwerken zijn een ideale 

representatie voor het interpreteren van hoge doorvoer data en bijkomend kunnen 

deze netwerken gebruikt worden door algorithmen om de onderliggende moleculaire 

mechanismen die een specifiek fenotype veroorzaken af te leiden. 

Interactie netwerken werden in de context van deze thesis gebruikt om data van 

genetische screenings te analyzeren en te visualizeren. Om een beter overzicht te 

krijgen van de biologische processen die een rol spelen in koloniemorfologie in 

Saccharomyces cerevisiae werd een interactienetwerk voor dit organisme 

geconstrueerd uit publiek beschikbare data en werden de resultaten van een 

genetische screening op dit netwerk gevisualizeerd. Aan de hand van deze resultaten 

werden de moleculaire mechanismen betrokken in koloniemorfologie geidentificeerd 

en biologisch afgetoetst. 

Het grootste deel van deze thesis gaat over de ontwikkeling en toepassing van het 

PheNetic raamwerk voor subnetwerk inferentie. Subnetwerk inferentie is het 

computationeel reconstrueren van moleculaire mechanismen voor een geobserveerd 

fenotype aan de hand van interactienetwerken. Gebruikmakende van hoge doorvoer 

omics data “redeneren” deze methodes over mogelijke moleculaire mechanismen die 

een fenotype veroorzaken.  
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In een eerste toepassing worden de voordelen van het gebruik van subnetwerk 

inferentie methoden en PheNetic in het specifiek aangetoond. Gebruikmakend van 

differentiele expressiedata van knock-out experimenten, geassocieerd met 

zuurresistentie in Escherichia coli, werden de moleculaire mechanismen afgeleid die  

zuurresistentie induceren. Deze mechanismen werden gevalideerd met gegevens in 

de literatuur. Uit de resultaten blijkt dat subnetwerk inferentie methoden duidelijk 

meer inzicht geven in de moleculaire mechanismen die zuurresistentie induceren, 

vergeleken met naieve ranking van differentiele expressie data. 

Een tweede toepassing is de interpretatie van differentiele expressie data aan de hand 

van een verbeterde versie van PheNetic. Specifiek laat deze toepassing toe om aan de 

ene hand het regulatorisch programma, dat het geobserveerde patroon van 

differentiele expressie induceert, te herconstrueren en aan de andere hand de 

geactiveerde metabole “pathways” en proteine complexen te identificeren. Een web 

server werd gemaakt om een praktisch bruikbare methode voor het interpreteren van 

dit type data aan te bieden. Deze webserver is beschikbaar op at 

http://bioinformatics.intec.ugent.be/phenetic/ en laat naast de inferentie van de 

subnetwerken ook een makkelijke visualizatie en biologische interpretatie van deze 

subnetwerken toe. 

Een derde toepassing is het identificeren van de “driver” mutaties in experimentele 

evolutie experimenten. Experimentele evolutie experimenten induceren een 

natuurlijke selectie in een populatie van organismen door een externe stress op te 

leggen zoals de aanwezigheid van een toxische stof, een beperking van de nutrienten, 

... . Dit type van experimenten laat toe om na te gaan wat de genetische basis is van 

een toename in fitness in een bepaalde omgeving. Door te kijken naar de genetische 

data, die de mutaties identificeren in een fittere stam, en de differentiele expressie 

tussen de oorspronkelijke en geevolueerde stam kunnen de moleculaire 

mechanismen die aanleiding geven tot de verbeterde fitness worden geidentificeerd. 

Door de connectiviteit van de verschillende mutaties met deze moleculaire 

mechanismen te bepalen, kunnen de “driver” mutaties, die verantwoordelijk zijn voor 

de toegenomen fitness, worden geidentificeerd. Deze methode werd toegepast op 

data van verschillende evolutie experimenten in E. coli en was in staat de “driver” 

mutaties van andere mutaties te scheiden. 
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Chapter 1 

Introduction 

1.1   Abstract 
Current wet-lab techniques based on high-throughput omics have revolutionized 

(micro)biology (Ge et al., 2003; Joyce & Palsson, 2006). The amount of data generated 

by these experiments has increased exponentially and with the introduction of next-

generation sequencing technologies (Figure 1-1) the drop in price for sequencing even 

temporarily exceeded Moore’s law, i.e. computing and storage cost doubles every 18 

months whereas the price of sequencing data has dropped 10000 fold between 2007 

and 2011 (Figure 1-3) (Berger et al., 2013; Gross, 2011; Kahn, 2011). This implies that 

interpreting the ever increasing stream of omics data requires new computational 

tools for biologists to gain a fast insight into their own experimental data while 

exploiting the large amount of public knowledge that is currently available. In this 

thesis, subnetwork inference methods were developed and applied to interpret in-

house high-throughput omics data sets in the light of this ever increasing amount of 

biological data (De Maeyer et al., 2013; De Maeyer et al.; De Maeyer et al., 2015; 

Markowetz, 2010). These subnetwork inference algorithms mine publicly available 

biological interaction data to reconstruct the molecular mechanism that drives a 

phenotype under research, leading to a better understanding of how organisms work, 

how they adapt to their environment, … .  

1.2   Biological networks 
Networks have been used for decades in many scientific fields to represent large 

amounts of pairwise relations between different objects (Bondy & Murty, 1976). 

Networks consist of nodes, i.e. dots or objects, and edges, i.e. the lines or relations 

between the dots. Networks allow a simple and intuitive way of representing large 

collections of complex data. In biology they have been used to visualize complex 

relations between different biological entities, to model biological systems, to 

represent large amounts of data to extract biological information and to study 

network structure to gain insight into biological processes (Aittokallio & Schwikowski, 

2006; Alon, 2003; Barabasi & Oltvai, 2004; Emmert-Streib & Dehmer, 2011; Mason & 
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Verwoerd, 2007). With the ever increasing amount of data available more and more 

online databases are available that contain biological data to construct biological 

networks (Bader et al., 2006). 

Due to the wide variety of biological networks we limit ourselves to interaction 

networks in the scope of this thesis. In these networks the nodes represent genes and 

their corresponding gene products. The edges between the different nodes represent 

all the physical interactions in the interactome of the organism for which the 

interaction network is constructed (Cloots & Marchal, 2011; De Maeyer et al., 2013; 

Sánchez-Rodríguez et al., 2013; Yeger-Lotem et al., 2009). The interaction network is 

an integration of different layers of homogeneous networks into a single 

heterogeneous network (see Figure 1-2). The layers represent mainly signaling, 

protein-protein, (post)transcriptional and metabolic networks. Depending of the type 

of data to generate these networks, they represent different information as discussed 

below. This introduction is limited to bacteria as this was the main focus of this thesis. 

1.2.1   Signaling  network 

In a signalling network nodes are proteins and edges represent signalling events. The 

best studied mechanism of signalling interactions are protein phosphorylations which 

control several essential cellular processes and are mediators in quick responses to 

changing environments (Cain et al., 2014) in addition to phosphorylations different 

post-translational signalling/modification of proteins take place in bacteria such as 

acetylation, glycosylation, methylation, lipidation, … . Evidence suggests that there is 

cross-talk between the different types of signalling (Soufi et al., 2012; van Noort et al., 

2012) indicating that different signalling networks are interconnected. 

As an example of signalling network the phosphorylation network is discussed. The 

edges represent directed interactions between a kinase and its phosphosite(s). The 

techniques used for protein phosphorylation analysis have advanced rapidly since the 

development of high-throughput phosphoproteomic analysis, which has yielded 

extremly large phosphopeptide data sets. Recent phoshoproteome studies in bacteria 

have unveiled the so far largely underestimated role of also serine, threonine and 

tyrosine kinases in bacterial signalling (Macek et al., 2008; Molle et al., 2010).  
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Figure 1-1 - The following table lists the number of bases in each release of GenBank and WGS, since 1982. 

From 1982 to the present, the number of bases in GenBank has doubled approximately every 18 months. 

(Source: http://www.ncbi.nlm.nih.gov/genbank/statistics) 

 

Figure 1-2 - A heterogeneous integrated network is an integration of multiple homogeneous networks from 

different interactomics layers. The left part of the figure shows three homogeneous networks, that is, a 

signaling network (green), a protein–protein interaction network (purple) and a transcriptional network 

(blue). A homogeneous network contains information on a specific molecular layer and consists of nodes 

(e.g. proteins (green circles), DNA (blue circles)) that are connected by one particular type of relation 

(signaling and transcriptional interactions are represented by directed edges and protein–protein 

interactions by undirected edges). ‘P’ represents a phosphorylation event. At the right, an integrated 

network is built by overlaying complementary homogenous networks that share common nodes. An 

integrated network is heterogeneous in the types of relations that connect the nodes as they cover different 

molecular layers: connections in the example represent either direct physical interactions (protein–protein, 

transcription factor–DNA) or signaling events (kinase-target). (Source: (Cloots & Marchal, 2011)) 

http://www.ncbi.nlm.nih.gov/genbank/statistics
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The complexity of this phosphorylation network in E. coli is likely to be much more 

simple than in yeast as the detected number of phosphoproteins  covers only 3% of 

the E. coli genome versus 60% of the yeast genome (Yachie et al., 2011). Despite this, 

also in bacteria some proteins have multiple phosphosites and this number of sites 

per protein is inversely proportional with the genome size (as shown for Helicobacter 

pylori (Ge et al., 2011) and Lactococcus lactis (Soufi et al., 2008)), implicating that in 

genomes with simpler transcriptional machinery a more intricate regulation at the 

level of post-translation regulation occurs. The availability of these large scale 

experimental phoshoproteome data sets also contributed largely to the design of 

improved prediction methods and databases for predicted phosphosites in bacterial 

genomes e.g. NetPhosBac (Miller et al., 2009), Phosida (Gnad et al., 2011), and dbPSP 

(Pan et al., 2015). 

 

 

Figure 1-3 - Evolution of sequencing cost per raw megabase of DNA. (Source NIH, http://www.genome.gov/ 

sequencingcosts/) 

1.2.2   Protein interaction network 

In the protein-protein interaction network the nodes represent the proteins and the 

edges the physical binding of the proteins to each other (Yook et al., 2004). Due to the 

nature of the evidence for the protein interactions the network is undirected. In 

http://www.genome.gov/
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bacteria protein interactions have been experimentally assessed for diverse species 

such as Mycobacterium tuberculosis (Wang et al., 2010), Helicobacter pylori (Rain et 

al., 2001), Campylobacter jejuni (Parrish et al., 2007), Mesorhizobium loti (Shimoda et 

al., 2008), Synechocystis sp. (Sato et al., 2007), E. coli (Arifuzzaman et al., 2006; 

Butland et al., 2008; Peregrin-Alvarez et al., 2009; Su et al., 2008), … . 

The initial experimental techniques to identify protein interactions were yeast two 

hybrid screening (Y2H) (Fields & Song, 1989) and pull down assays (Rigaut et al., 1999). 

Since, newer technologies have been constructed such as protein-fragment 

complementation assays, membrane Y2H, protein microarrays, mass spectrometry, … 

(Petschnigg et al., 2011; Wetie et al., 2014). In addition to this computational methods 

have been developed to predict the formation of protein complexes based on 

structure to test for docking of proteins (Huang, 2014). 

A large amount of databases exist that contain information about protein interaction 

networks for different microbiological species, e.g. DIP (Xenarios et al., 2002), 

MINTact (Orchard et al., 2014), String (Szklarczyk et al., 2014), Uniprot (UniProt, 2014),  

… . Data from different databases can and are interchanged as standardized formats 

have been introduced to represent the interaction data such as the Proteomics 

Standards Initiative (PSI) format. Recently tools have been developed that integrate 

different protein-protein databases e.g. PSIQUIC (Aranda et al., 2011) and 

MyProteinNet (Basha et al., 2015).  

1.2.3   (Post)Transcriptional network 

In the transcriptional network the network is a bipartite graph were the nodes 

represent either the regulators or the targets of regulators (Thieffry et al., 1998). The 

edges between the regulator and its targets are directed. For a large variety of 

microbiological organisms the transcriptional network has been studied and 

constructed from experimental data, e.g. Bacillus subtilis (Fadda et al., 2009; Sierro et 

al., 2008) and E. coli (Gama-Castro et al., 2011; Huerta et al., 1998) . 

Transcriptional networks are mainly constructed using ChIP-chip (Buck & Lieb, 2004) 

or ChIP-seq (Park, 2009) experimental data. Due to the tedious nature of this type of 

experiments, i.e. the requirement of having antibodies for the regulator for which one 

wants to find the targets, only a limited amount of data is available. Because of this 

limitation, additional data sources are being used to deduce transcriptional networks 

using computational tools. A large  effort has been spent on using transcriptional data 

(Marbach et al., 2012) or sequence and transcriptional data (Beer & Tavazoie, 2004; 

De Smet & Marchal, 2010; Lemmens et al., 2009).   
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Several databases exist that provide transcriptional networks mostly for a specific 

organism, e.g. DBTBS for B. subtilis (Sierro et al., 2008), RegulonDB for E. coli (Salgado 

et al., 2013) and YEASTRACT for Saccharomyces cerevisiae (Teixeira et al., 2013). 

1.2.4   Metabolic network 

A metabolic network is a network where the nodes represent enzymes and the edges 

the different metabolic interactions they catalyze. Microbial metabolic networks have 

been the scope of extensive study in the past and are well characterized (Reed et al., 

2006). Currently, more than 20 bacterial genome-scale metabolic network models 

have been reported (e.g. E. coli (Feist et al., 2007), Staphylococcus aureus (Becker & 

Palsson, 2005), Helicobacter pylori (Thiele et al., 2005), Mycobacterium tuberculosis 

(Jamshidi & Palsson, 2007), Pseudomonas putida (Nogales et al., 2008), Pseudomonas 

aeruginosa (Oberhardt et al., 2008), ... . 

Metabolic networks are generally not learned from omics data directly. For the 

construction of these networks highly curated metabolic reactions and enzyme 

annotations are used. A genome scale metabolic network reconstruction typically 

starts with the extraction of genome annotations from specialized databases, 

organism specific or otherwise (e.g. EntrezGene (Maglott et al., 2005), EcoCyc (Karp, 

Riley, Saier, et al., 2002), DBTBS (Sierro et al., 2008)). The genome annotation provides 

identifiers for the enzymes present in an organism. The next step is to map genes-to-

reactions manually or using automated tools (e.g. PathwayTools (Karp, Riley, Saier, et 

al., 2002), GEM System (Arakawa et al., 2006), metaSHARK (Pinney et al., 2005), SEED 

(Henry et al., 2010), PathFinder (Goesmann et al., 2002), identiCS (Sun & Zeng, 2004)).  

A large amount of databases provide metabolic information for different organisms 

such as KEGG (Kanehisa & Goto, 2000), BRENDA (Scheer et al., 2010), MetaCyc (Karp, 

Riley, Paley, et al., 2002), … .  

1.3   Omics data 
Omics is the study of the interactions between different entities of the corresponding 

“ome”. The main focus is on: 1) mapping information objects such as genes, proteins, 

and ligands; 2) finding interaction relationships among the objects; 3) engineering the 

networks and objects to understand and manipulate the regulatory mechanisms; and 

4) integrating various omes and omics subfields, e.g. genomics is the study of how 

different genes from the genome interact. 

The usage of microarrays (Ye et al., 2001) and next-generation sequencing (MacLean 

et al., 2009; McGinn & Gut, 2013) has generated an explosion of genomics and 

transcriptomics data. Interpreting the vast amount of data from these experiments is 

far from trivial as the data is inherently large and noisy. 
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Omics data allows for differential analysis of different phenotypes. E.g. when 

analyzing transcriptomics data, the difference in expression of genes can be 

established between a wild type strain and an antibiotic treated strain, which allows 

identifying the (in)activated genes between the two conditions. Based on the 

differences in molecular entities or the concentration of these entities, the molecular 

entities that have changed between the conditions can be identified. Due to the 

changes in these entities they can be associated to the change in phenotype. 

1.3.1   Genomics data 

Genomics data refers to the DNA sequence of the organism. Each organism has a 

specific sequence which can have specific genetic aberrations such as single 

nucleotide polymorphisms, deletions, duplications, rearrangements, etc . This leads 

to differences between individuals of an organism. These changes in DNA structure 

have an influence on the observed phenotype of the organism as they can change 

protein structure, affect regulator binding, … . By determining the genomic sequence, 

these changes in DNA sequence can be detected. Current improvements in 

sequencing technology, the so called next-generation sequencing (Koboldt et al., 

2013; MacLean et al., 2009), have dropped the cost of this type of analysis (see Figure 

1-3) and as such it has become a standard wet lab practice to study genomes. Standard 

toolsets and pipelines (Del Chierico et al., 2015) have been developed to interpret 

these genomic data, providing a rapid and reliable interpretation of the results of 

these experiments. 

Variant calling is identifying the differences in genetic sequences between different 

strains. Different tools have been developed to call differences between variants (Lam 

et al., 2012), to identify single nucleotide polymorphisms, copy number variations and 

deletions, to gain insight into the genetic differences between organisms such as 

Samtools (Li, 2011; Li et al., 2009) and VCFTools (Danecek et al., 2011). 

1.3.2   Transcriptomics data 

Profiling the expression of a specific gene in an organism corresponds to determining 

the amount of mRNA that the organism produces for that gene. As the expression is 

correlated with the amount of proteins that are being translated (Csárdi et al., 2015), 

the level expression is a reference to the amount of protein produced in the organism 

under study. Thus measuring the level of mRNA transcribed in the organism at a given 

time is related to the proteins that induce the observed phenotype.  

1.3.2.1   Microarrays 

The invention of microarrays (Schena et al., 1995) allowed for a wet-lab technique to 

determine the transcription profile for all genes active in an organism. A microarray is 

a collection of microscopic small single stranded DNA probes that are attached to a 
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solid surface. As these spots are very small a large amount of probes, >10000, can be 

adhered to a single microarray chip. This allows for the construction of microarrays 

that can measure every gene in a genome. By submerging a microarray into a pool of 

single stranded cDNA strands, strands with the inverse sequence of the probe will bind 

to the corresponding probe. This binding of the cDNA changes the optical 

characteristics of the probe’s location of the chip. This allows for deducing the opacity 

for each probe which is correlated with the amount of probes that are bound by the 

single stranded cDNA. Since the first microarrays a large variety of commercial 

microarrays, carrying specific probes for a single organism, have been constructed 

providing a standardized, easy, and, cost effective experiment to analyze the full 

transcriptome of an organism in a specific condition. 

As previously mentioned, performing differential analysis using expression data is not 

trivial. Due to the nature of these experiments, i.e. their size and their sensitivity to 

noise, they require dedicated statistical software tools to deduce from the intensity 

values measured by the microarray the genes which have changed in between the 

different conditions. Throughout the last decade multiple approaches have been 

proposed such as LIMMA (Ritchie et al., 2015; Smyth, 2005), SAM (Tusher et al., 2001), 

MAANOVA (Wu et al., 2003), … .  

1.3.2.2   RNA-seq 

Currently RNA-seq or whole transcriptome shotgun sequencing (WTSS) (Ozsolak & 

Milos, 2011; Wang et al., 2009) is mainly used to determine the transcription profile. 

This technique sequences the cDNA that is transcribed in the organism as mRNA. By 

fragmenting the cDNA to fragments or reads the sequence for each of this read can 

be determined using next-generation sequencing technology. These reads can be 

mapped to the sequence of the organism when the genome is known. This allows 

assigning each read to a gene in this genome. The amount of reads found per gene 

indicates how much mRNA was present for that gene in the organism when it was 

sampled. This amount of mRNA or read count is dependent on the amount of 

nucleotides that compose the gene and on the amount of transcripts in the organism. 

Based on this knowledge the reads per million basepairs (RPKM) can be deduced as 

the relative amount of reads for that specific gene.  

As RNA-seq relies on next-generation sequencing technology the prices for these 

experiments have plummeted and as such it has been become the preferred 

experiment over microarrays. In addition to microarrays this technique has an 

important advantage that it does not require pre-designed probes that map to the 

genome of the organism under research allowing it to be used on unknown organisms. 

The interpretation of the raw sequencing results for RNA-seq experiments has 

become a standard and depending on the specific organism different pipelines are 
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available with specific software for quality control (Andrews; Wang et al., 2012), 

genome alignment (Langmead & Salzberg, 2012) and differential expression analysis 

(Anders & Huber, 2010)  

1.4   Statistical enrichment 
High-throughput omics experiments indicate which biological entities are likely to 

contribute to the phenotype that is studied. As such these experiments generate lists 

of these entities that are found to be involved in the phenotype under study. 

Understanding from these lists the molecular and/or functional processes that induce 

a phenotype is not trivial. Therefore the genes in the gene lists have to be interpreted 

in the light of previous knowledge to gain an insight into what the different processes 

are behind the phenotype under study (Hedegaard et al., 2009). Over the years many 

functional analysis tools have been developed to this end. In this section an overview 

of the different classes of functional enrichment tools is given (Huang et al., 2009; 

Khatri & Drăghici, 2005; Wang et al., 2011) that associate the results of omics 

experiments with functional terms, i.e. sets of genes that have a similar or the same 

function. Different databases containing such terms exist such as Gene Ontology (GO) 

(Ashburner et al., 2000), DAVID (Dennis Jr et al., 2003)and in addition to this different 

pathway databases can be converted to ontologies such as KEGG (Kanehisa & Goto, 

2000) and Reactome (Joshi-Tope et al., 2005). A limitation of many of these databases 

is that they contain only a limited amount of model organisms that are annotated. 

A large challenge with this type of analysis is the availability and quality of annotations. 

Currently more than 95% amount of the annotations in GO are computationally 

inferred while the amount of manually curated annotations is only growing slowly 

(Khatri et al., 2012). In addition to this, gene sets do not provide condition dependent 

information making it sometimes difficult to interpret enrichment results as previous 

knowledge is generalized. Proposals to improve the term description such as BEL 

(Fluck et al., 2013), PySB (Lopez & Garbett, 2014), and Biological Connection Markup 

Language (Beltrame et al., 2011) have been raised in the past but as of today none of 

these approaches have been widely adopted. 

Over the last decade a vast amount of enrichment analysis tools have been developed 

which can be categorized in different types (Huang et al., 2009; Khatri et al., 2012). 

Overrepresentation enrichment analysis (ORA) is the classical strategy for interpreting 

omics results also known as over-representation analysis. First a gene list is 

constructed from the results of an omics experiments. The gene list represents those 

genes that are found to be associated with the phenotype under research. E.g. 

determining differentially expressed genes that have a p-value lower than 0.05 and an 

absolute fold change larger than 1.5. Using a test statistic such as a hypergeometric 
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test, Fisher exact test or binomial probability, the enriched annotation terms are 

identified providing a list of terms of which the genes are significantly more present 

in the original gene list compared to random. Different tools exist that provide an easy 

application of this type of analysis such as Bingo (Maere et al., 2005) for Cytoscape, 

and topGO (Alexa & Rahnenfuhrer, 2010) for R. For an extensive overview of different 

methods see (Huang et al., 2009). 

Gene set enrichment analysis (GSEA) uses the principles of ORA but omits the 

requirement of a user defined gene list selection. The method relies on a continuous 

variable or a ranking to determine the level of difference in the assessed collection. 

This limits the application of these methods to the analysis of results that have a single 

continuous variable representing the change between conditions. This makes this 

method not directly suitable for the interpretation of multiple parallel experiments. 

The best well-known bioinformatics tool is the original tool called GSEA (Subramanian 

et al., 2005), however this method has been criticized since its inception (Damian & 

Gorfine, 2004) and found to be underperforming when compared to other GSEA tools 

(Ackermann & Strimmer, 2009). 

1.5   Mining biological networks 
With the increase of biological knowledge, new methods have to be developed that 

extract from this knowledge, the best explanation(s) of observed experimental 

“omics” results. This challenge can be solved by using the experimental “omics” data 

as input to retrieve a subnetwork from an interaction network that explains the 

observed experimental results.  

The most naïve approach is to use the interaction network to visualize the omics data 

by assigning scores to the different nodes or edges of the network based on the input 

data and selects the highest scoring parts of the network, e.g. (De Maeyer et al., 2012). 

These methods are also known as Guilt-By-Association (GBA) methods as they 

suppose that if a large number of nodes/edges which are well connected in the 

network receive high scores that they represent functional modules or pathways 

associated with the input data.  

An extension of this approach, network propagation, extends the previous approach 

by using the interaction network to propagate scores on the network, e.g. (Bailly-

Bechet et al., 2010; Verbeke et al., 2012). By propagating the scores over the network, 

parts of the interaction network can be highlighted that link different high scoring 

modules. Such methods provide a more thorough insight into the original data as they 

allow for the retrieval of intermediary nodes, edges or pathways that did not receive 

high scores but that connect high scoring parts of the network. 
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An even more elaborate approach, subnetwork inference, searches the interation 

network for biological valid explanations of how the input data can be explained, e.g. 

(De Maeyer et al., 2013; Yeang et al., 2004; Yeger-Lotem et al., 2009). These 

approaches look for biologic valid pathways over the interaction network that explain 

the observed high-throughput omics data.  Subnetwork inference algorithms define a 

specific score function to score a subnetwork of the interaction network. This score 

represents how good the subnetwork explains/connects the input data related to the 

size of the network. Using this score function the method can search for the  

subnetwork that maximizes this score function. This subnetwork is thus the best 

explanation for the observed input data using an interaction network.  

To solve the inference of these subnetworks, probabilistic logic programming is 

applied in this thesis. Logic is the field that focuses on valid reasoning. Since the early 

1970’s computer scientists have been looking at logic programming (Colmerauer & 

Roussel, 1996). This type of programming allows computers to deduce from 

knowledge an answer to a given query or question. In the logic program knowledge is 

represented as clauses and predicates. A clause defines a fact and a predicate defines 

a rule. Using these clauses and predicates one can ask questions or query the logic 

program. Posing these queries allows the computer to reason or “think” about which 

clauses and predicates provide an explanation or resolution for the query. When an 

explanation can be found the computer will respond that the query is true, when no 

explanation can be found or a query is found to be false the response will be false. 

The best known logical programming language is Prolog (Bratko, 2011). The main 

advantage of using logic programming is that programs can be written in a declarative 

syntax and so complex queries can be defined in compact understandable programs. 

Due to their declarative nature these languages have been used in the past to model 

and query biological data sets (Juvan et al., 2005; Zupan et al., 2003). 

One limitation of logic programming languages is that they are only able to represent 

Boolean logic, limiting their applicability on continuous data. For example in biological 

omics data sets the experimental data is continuous and it is difficult to convert to 

Boolean clauses. Therefore, in the last decade a large effort has been performed to 

extend Boolean logic representations to probabilistic models as these allow for a 

better representation of this continuous data. To this end ProbLog was developed at 

the University of Leuven as the simplest probabilistic extension of Prolog (De Raedt et 

al., 2007). The goal of this framework is to represent logic programs where 

probabilities can be placed on each clause that indicates how likely the clause is true. 

Using these probabilities ProbLog is now able to determine how probable it is that a 

query is true. It represents the query as a collection of Disjunctive Normal Form (DNF) 

formulae that express the different clauses and predicates that the query can be true. 

These DNF formulae can then be interpreted to calculate the actual probability of the 
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query. This computation however is NP-hard making it not practically applicable to 

larger queries as the size of the DNF can grow exponential in larger graphs. To this end 

approximations can be used that only take into account the most likely evidence for 

the proposed query. This approximative inference of probabilities, which is inherent 

to ProbLog, allows the application of these methods on large (biological) networks. 

This allows for applications of ProbLog on in the field of large biological networks 

(Kimmig et al., 2011).  

To select the actual subnetworks from the interation network an additional extension 

of this framework is required. It is required to identify those nodes or edges from the 

interaction network that best explain the biological data. Therefore the subnetwork 

has to be selected from the interaction network that best links all the data over the 

interaction network. To infer these subnetworks an extension of ProbLog was used 

namely DTProbLog or Decision Theoretic ProbLog (Van den Broeck et al., 2010). This 

extension searches for the most likely clauses that maximize a utility function for a 

supplied query. In other words, it selects from the knowledge that part that best 

explains the supplied query. This application is ideal for finding the best explanations 

of how different activated genes in the interaction network can be biologically linked 

(De Maeyer et al., 2013).  

1.6   Visualization 
Visualization of the resulting networks is essential in interpreting and analyzing the 

results in collaboration with biologists. During the last decade many tools to visualize 

networks and/or complex data have been developed (Gehlenborg et al., 2010).  

Initially a large amount of rich-client applications to interpret and visualize biological 

networks were developed (Gehlenborg et al., 2010). However over the years different 

tools have been abandoned leading to a limited amount of network visualization tools 

with ever increasing capabilities/plugins. Cytoscape (Shannon et al., 2003; Smoot et 

al., 2011) has become the de facto standard and provides an easy to use environment 

to visualize and interpret biological networks. This platform provides over 150 plugins 

(Saito et al., 2012) for different types of analysis ranging from gene set enrichment 

(Bindea et al., 2009; Maere et al., 2005; Merico et al., 2010), to clustering (Audenaert 

et al., 2011; Bader & Hogue, 2003; Morris et al., 2011; Su et al., 2010; Wang et al., 

2014), to literature mining and network generation (Vailaya et al., 2005), … . 

In addition to these rich-client platforms which have a ubiquitous role in the 

interpretation of high-dimensional data sets on biological networks different browser 

visualization tools have emerged in recent years. One of the first components was 

Cytoscapeweb (Lopes et al., 2010), a flash plugin to run network visualization with a 

rich interface. In recent years this plugin has been replaced with Cytoscape.js (Ono et 
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al., 2014) which is a complete javascript/HTML 5 implementation allowing for a 

broader audience when developing network visualization. For the network 

visualization also d3js (http://www.d3js.org) (Ono et al., 2014) can be used, which is 

a javascript library that links javascript objects to visual elements providing a broad 

array of possible graphical representations of biological data from networks to circos 

plots and animated networks which visualize data in time. For the PheNetic web 

server this technology was used to visualize the inferred subnetworks. 

1.7   Outline of thesis 
This thesis consists of a collection of published and submitted content to illustrate the 

usage of interaction networks and subnetwork inference to interpret high-throughput 

omics data. 

The first part of this thesis deals on the analysis and visualization of the result of a 

genetic screening using interaction networks. This to understand the molecular 

mechanisms that drive colony morphology in Saccharomyces cerevisiae as described 

in Chapter 2. To this end an interaction network for yeast was compiled which was 

used together with different state-of-the-art enrichment tools to gain insight into the 

functional processes associated with the genes identified in this screening.  The results 

of this analysis were visualized using different software, namely Cytoscape and 

CytoscapeWeb, to provide a better insight into the biology behind colony morphology 

in yeast. Based on these results, KO genes were picked to corroborate the molecular 

mechanisms identified. This work was published as Voordeckers, K., De Maeyer, D., 

van der Zande, E., Vinces, M. D., Meert, W., Cloots, L., Ryan, O., Marchal, K., & 

Verstrepen, K. J. (2012). Identification of a complex genetic network underlying 

Saccharomyces cerevisiae colony morphology. Mol Microbiol, 86(1), 225-239. 

After this introduction to network analysis for high-throughput omics data analysis, 

an overview of the PheNetic framework, developed in the scope of this thesis, is given 

in Chapter 3. This overview gives a brief summary of the competing subnetwork 

inference methods and the status of the current research on subnetwork inference. 

In addition it explains the general mechanisms behind the PheNetic framework and 

the improvements made to the framework over the years.  

The subsequent chapters describe the different setups or potential applications of 

PheNetic that were developed to analyze different types and combinations of omics 

data. 

A first setup uses transcriptomics data from KO strains associated with acid resistance 

in Escherichia coli, identified using a genetic screening as described in Chapter 4. The 

paper, introducing this proof-of-concept implementation of PheNetic, indicates the 

potential of using subnetwork inference methods over traditional methods such as 



 
Introduction  
 

14 
 

differential expression gene ranking to interpret different high-throughput 

experiments. By linking the knock-out genes associated with transcriptomics data sets 

to the genes differentially expressed between the wild-type strain and the knock-out 

strain PheNetic searches for the upstream regulatory mechanism that drives the 

observed acid resistance. It combines the data from all 27 knock-out - transcriptomics 

data sets to infer the molecular mechanism shared between all these knock-out 

strains. Using this approach it was shown that using the interaction network together 

with subnetwork inference methods, it allowed identifying the regulatory 

mechanisms that drives acid resistance in E. coli. This work was published as De 

Maeyer, D., Renkens, J., Cloots, L., De Raedt, L., & Marchal, K. (2013). PheNetic: 

network-based interpretation of unstructured gene lists in E. coli. Mol Biosyst, 9(7), 

1594-1603. 

A second setup utilizes differential expression to infer subnetworks for interesting 

phenotypes as described in Chapter 5. By interpreting transcriptomics data from a 

specific condition to that of a reference condition, gene lists can be generated where 

the genes are associated the specific condition. By linking these genes over the 

interaction network while taking into account the complete set of differential 

expression data the molecular mechanism that connects these genes can be 

identified. Specifically, the upstream regulatory mechanism connecting all the 

differentially expressed genes can be identified. By doing so the method identifies the 

intermediary regulators that have to be (in)activated to explain the observed pattern 

of differential expression. In addition to this the downstream effects of the differential 

expression data can be identified by inferring these subnetworks that describe how 

the (in)activated genes can work together to form protein complexes and metabolic 

pathways that have an effect on the observed phenotype. This setup was published 

and provided as a web server available at http://bioinformatics. 

intec.ugent.be/phenetic/. In addition to this the web server provides visualization and 

analysis for inferred subnetworks. The approach was also used in additional 

publications (Aslankoohi et al., 2013; Van Puyvelde et al.). This work was published as 

De Maeyer, D., Weytjens, B., Renkens, J., De Raedt, L., & Marchal, K. (2015). PheNetic: 

network-based interpretation of molecular profiling data. Nucleic Acids Res, gkv347. 

A third setup was developed to analyze the results of parallel experimental evolution 

experiments to prioritize the causal mutations that trigger the phenotype with 

increased fitness as described in Chapter 6. Combining the genetic differences and 

differential expression between the evolved and parent strain allows for the 

identification of the genetic causes that induce the increase in fitness and the actual 

effects of these causes on the transcription of the genes in the organism. Using these 

data the molecular mechanism that connects these mutations with the differentially 

expressed genes can be inferred for the different evolved strains combined. By 
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constraining the size of the molecular mechanism, i.e. looking for the part of the 

interaction network that is triggered most for all strains together, the connectivity 

with different mutated genes can be assessed. As a result mutated genes can be 

prioritized based on their contribution to the molecular mechanism which reflects 

their potential of triggering the observed differential expressed genes. This setup was 

tested and validated using a semi-synthetic benchmark data set and applied on two 

biological data sets for the model organism E. coli and submitted for publication at the 

time of this writing as De Maeyer, D., Weytjens, B., De Raedt, L., & Marchal, K. 

Network-based analysis of eQTL data to prioritize driver mutations. Molecular biology 

and evolution. 
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Chapter 2 

Omics network visualization  

2.1   Introduction  
This chapter presents the analysis of the results of a genetic or knock-out (KO) 

screening for different colony morphologies in yeast. To gain an insight into the 

underlying functional processes involved in the colony morphology of yeast different 

functional analysis tools were used in combination with different network 

visualization techniques. The paper is the initial submission version of the paper. In 

the final accepted paper the different biological processes identified were biologically 

corroborated by a small scale retesting of different knock-out mutations. 

The work involved in visualizing the different high-throughput data from genetic 

screenings and microarrays, biologically interpreting the resulting subnetworks, 

validating the inferred subnetworks and the picking of genes for corroboration of the 

different identified biological pathways was performed in the scope of this thesis.  This 

work was published as Voordeckers, K., De Maeyer, D., van der Zande, E., Vinces, M. 

D., Meert, W., Cloots, L., Ryan, O., Marchal, K., & Verstrepen, K. J. (2012). Identification 

of a complex genetic network underlying Saccharomyces cerevisiae colony 

morphology. Mol Microbiol, 86(1), 225-239. For supplementary material please 

consult Appendix A. 
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Abstract 

When grown on solid substrates, different microorganisms often form colonies with 

very specific morphologies.  Whereas the pioneers of microbiology often used colony 

morphology to discriminate between species and strains, the phenomenon has not 

received much attention recently.  In this study, we use a genome-wide assay in the 

model yeast Saccharomyces cerevisiae to identify all genes that affect colony 

morphology. We show that several major signaling cascades, including the MAPK, 

TORC, SNF1 and RIM101 pathways play a role, indicating that morphological changes 

are a reaction to changing environments. Other genes that affect colony morphology 

are involved in protein sorting and epigenetic regulation. Interestingly, the screen 

reveals only few genes that are likely to play a direct role in establishing colony 

morphology, with one notable example being FLO11, a gene encoding a cell-surface 

adhesin that has already been implicated in colony morphology, biofilm formation, 

and invasive and pseudohyphal growth. Using a series of modified promoters for fine-

tuning FLO11 expression, we confirm the central role of Flo11 and show that 

differences in FLO11 expression result in distinct colony morphologies.  Together, our 

results provide a first comprehensive looks at the complex genetic network that 

underlies the diversity in the morphologies of yeast colonies. 
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Introduction 

Long before genetic fingerprinting, brewers and bakers used differences in the 

morphologies of microbial colonies to discriminate between different strains of the 

common brewer’s yeast Saccharomyces cerevisiae.  Early reports from the Carlsberg 

research labs, first by Hansen in the 1890’s, and later by Winge in the 1930’s, show 

how differences in colony shape were used to discriminate different yeasts (Spencer 

J.F.T, 1997).  Later, the same strategy was adopted by beer brewers, who used colony 

morphology to monitor the purity and identity of their yeast (Hall, 1971). 

The enormous diversity in colony morphologies is both puzzling and intriguing.  

However, surprisingly little is known about the physiological and genetic principles 

that underlie colony formation and morphology.  This is at least partly due to the 

common practice of studying planktonic cells in liquid culture rather than more 

heterogeneous colonies on solid substrates.  Moreover, much of today’s research is 

carried out with domesticated mutants that lost the ability to form distinct colony 

morphologies (Mortimer & Johnston, 1986, Liu et al., 1996).  

Recently, however, there is a renewed interest in the behaviour of feral yeasts on solid 

substrates.  These studies revealed that yeast colonies are true multicellular 

communities that show a remarkable degree of differential gene expression and 

morphology that resembles to some degree cellular differentiation in higher 

multicellular organisms (Honigberg, 2011).  Cellular differentiation into spores, for 

example, has been observed within specific regions of yeast colonies (Piccirillo & 

Honigberg, 2010, Ohkuni et al., 1998).  Other studies have reported apoptosis, along 

with differential gene expression (Minarikova et al., 2001, Frohlich & Madeo, 2000), 

intercellular signalling (Palkova et al., 1997), changes in metabolism (Vachova et al., 

2009) and spatial organization (Varon & Choder, 2000, Scherz et al., 2001) in yeast 

colonies, indicating a higher level specialization and communication during growth on 

solid substrates.  One particular gene, FLO11, which encodes a large cell-surface 

protein, has been identified as one of the key players in colony development (Granek 

& Magwene, 2010, Vachova et al., 2011).  Interestingly, apart from being crucial for 

proper development of colony morphology, FLO11 also confers adhesion of the colony 

to the substrate.  Moreover, in nutrient-poor conditions expression of FLO11 is 

necessary, but not sufficient, for the formation of pseudohyphae, which are chains of 

elongated cells at the edge of the colony (Lo & Dranginis, 1996, Gimeno et al., 1992). 

When yeast cells are grown on semi-solid substrates, FLO11 is required for the 

formation of large, thin biofilm-like structures called “mats” (Reynolds & Fink, 2001, 

Reynolds et al., 2008b, Reynolds, 2006). 

FLO11 encodes a large mucin-like cell surface protein that shows homology to other 

S. cerevisiae adhesin genes such as FLO1, FLO5, FLO9 and FLO10.  All Flo proteins share 
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a common structure composed of three domains. A C-terminal 

glycosylphosphatidylinositol(GPI)-anchor domain allows temporary anchoring of the 

protein in the cell membrane.  A central domain contains serine and threonine-rich 

tandem repeats (Verstrepen et al., 2005, Gemayel et al., 2010). Variation in repeat 

number in the central domain allows for changes in FLO11-mediated phenotypes 

(Verstrepen et al., 2005, Fidalgo et al., 2008). The N-terminal domain of Flo11, 

however, differs from that of the other Flo proteins.  Flo1, Flo5, Flo9 and Flo10 contain 

a lectin-like binding pocket that selectively binds specific sugar residues present on 

the surface of other cells.  This structure is absent in Flo11 and this difference explains 

why Flo11 does not confer cell-cell adhesion(Veelders et al., 2010, Verstrepen & Klis, 

2006, Van Mulders et al., 2009, Goossens et al., 2011).  Instead, the presence of the 

long, variable central Flo11 domain seemingly increases the hydrophobicity of the 

yeast cell wall and increases adhesion to abiotic surfaces and substrates.  A recent 

study shows that Flo11 proteins can even be shed from the cells, forming an 

extracellular layer of a mucus-like substance that may facilitate sliding motility 

(Karunanithi et al., 2010). 

The regulation of FLO11 is remarkably complex.  The long (3kb) promoter of FLO11 

integrates inputs from several signalling pathways, including the MAPK and RAS-

cAMP-PKA pathways, which tune FLO11 expression in response to environmental 

changes (Rupp et al., 1999, Lambrechts et al., 1996, Bruckner & Mosch, 2011, Granek 

et al., 2011). A second regulatory layer employs noncoding RNAs which yield a toggle-

like bimodal expression (Bumgarner et al., 2009).  Furthermore, FLO11 is also 

regulated by changes in the chromatin state, which makes the expression state 

epigenetically heritable from mother to daughter cells (Octavio et al., 2009, Halme et 

al., 2004).   

Though previous studies have shown the enormous complexity underlying yeast 

colony morphology and physiology, they were not systematic.  In those studies, 

relatively few genes were directly linked to colony morphology, and do not represent 

a comprehensive view of the genetic network underlying colony formation.  In this 

study, we performed a genome-wide screen to identify all genes that affect colony 

morphology in the Sigma 1278b strain.  Our results reveal an extremely complex 

genetic network, involving multiple signaling pathways, including MAPK and cAMP-

PKA, the HOG pathway, the TORC1 pathway, and the entire RIM101 pathway.  The 

network derived from this work reveals the importance of endocytosis, protein sorting 

and actin modification in determining colony morphology. It also indicates that tRNA 

acetylation could be important in the induction of an altered morphology. Moreover, 

our screen confirms FLO11 as one of few effector genes that play a direct, functional 

role in establishing colony morphology.  To further investigate the role of FLO11, we 

investigated the effects of FLO11 expression on morphology. We show that FLO11 
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expression is uniform within colonies, and that differences in overall FLO11 expression 

levels are directly linked to differences in colony morphology.  Lastly, we compare the 

gene expression profile of a wrinkly strain to that of a smooth flo11∆ mutant.  The 

results show that disruption of colony morphology results in relatively few 

pronounced changes in gene expression, with a few notable exceptions, including 

genes involved in respiration and genes encoding cell surface proteins.   

Results 

Colony morphology is influenced by growth conditions 

The most commonly used yeast research strain S288C, does not show a pronounced 

colony morphology, presumably because it was specifically selected not to show cell-

cell and cell-surface adhesion (Mortimer & Johnston, 1986).  Hence, to study colony 

morphology, we first investigated the morphologies of various other yeast strains 

under several different conditions.  More specifically, we grew the strains SK1, Sigma 

1278b and EM93 (the feral progenitor of S288c) in different temperatures, agar 

concentrations, pH, carbon and nitrogen sources.  The results indicate that each of 

these strains showed remarkably complex, strain-specific morphologies that were 

influenced by the environmental conditions.  Notably, media with glucose repressed 

wrinkled morphologies, while media containing other carbon sources, such as 

sucrose, promoted wrinkliness (Figure 2-1).  Similarly, varying agar concentrations in 

the medium also influenced the observed colony morphologies, with low 

concentrations resulting in flat, biofilm-like mats.  Gradual increases in agar 

concentrations led to a gradual reduction in the surface area of the mats and caused 

a gradual transition from mats to small colonies with a reduced circumference but 

increased height (distance from the surface of the substrate to the top of the colony) 

(Figure S1).  

Colony morphology is regulated by a complex genetic network 

Colony morphology is influenced by several environmental parameters, as shown.  

Some of these factors, such as the concentration of agar, may influence colony 

morphology by changing the physical and chemical properties of the substrate (e.g. 

surface tension, surface hydrophobicity etc…).  Other parameters, such as carbon 

source, likely act, at least in part, by changing the physiology of the yeast.  Because of 

these multiple parameters, we hypothesized that colony morphology is likely 

regulated by several complex physiological processes involving many gene products.   

To investigate the genetic network involved in regulating colony morphology, we 

examined the morphology of a set of 4156 mutants in the Sigma 1278b background, 

each carrying a deletion of one non-essential gene (Dowell et al., 2010).  The 

morphology of each mutant was evaluated in conditions that promote the formation 
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of complex colony morphologies (YP sucrose plates with 2% agar incubated at 30° C; 

see further).  Colonies were categorized for several criteria, including wrinkliness, size, 

and shape (Figure S2).  Comparing the morphology of the deletion collection with the 

Sigma 1278b wild type, the screen identified a total of 211 gene deletions that affect 

morphology (52 result in smooth colonies, 159 reduce the wrinkliness) and 268 gene 

deletions that affect the size of the colonies. 

 

Figure 2-1: Yeast colony morphology depends on strain background and environment. Different media 

confer different morphologies in the same background and different strains confer to different 

morphologies in the same media. Strains were grown in media with different carbon sources as described 

in the Experimental procedures.  Glu, glucose; Mal, maltose; Gal, galactose; EtOH, ethanol; Gly, glycerol; 

Suc, sucrose. 

Next, we used a physical interaction network to identify processes that regulate 

colony morphology. The 211 genes associated with altered colony morphology could 

be mapped onto our network (Table S1, all smooth and semi-smooth genes, minus 

putative proteins and dubious open reading frames).  To visualize which processes and 

pathways play a role in colony morphology, we performed gene ontology (GO), 

protein complex and pathway enrichments, which were mapped onto the network 

(Table S2, Table S3, Figure S3 and Figure S4). The results of these analyses were 

mapped onto the physical interaction network to visualize the associated biological 

functions and processes. Figure 2-2 shows a simplified version of this analysis.  An 

uncondensed version of this figure and an interactive version are available at 

http://bioi.biw.kuleuven.be/yeastcolonymorphology/genetic_screening/). The 

resulting network confirms previous findings that the MAPK and the RIM101 pathways 

play a role in colony morphology by regulating FLO11 expression. However, our screen 

identifies many more genes, and several cellular processes that affect colony 

morphology, including chromatin modification complexes, endocytic proteins and 

tRNA modifying proteins. 
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Our screen shows that components of MAPK signal transduction pathways (Figure 2-

2, dark red shaded area, p-value < 1E-10 for FG associated MAPK pathway (Chavel et 

al., 2010) and < 1E-5 for response to osmotic stress (GO:0006970)), the 

Snf1/Snf4/Gal83 complex and 10 other proteins play a role in the induction of colony 

morphology. Specifically, genes associated with the protein kinase C (PKC1), 

filamentous growth (FG) and high osmolarity glycerol (HOG) MAPK pathways (Gray et 

al., 1997, Posas et al., 1998, Saito & Tatebayashi, 2004, Saito, 2010, Mapes & Ota, 

2004, Vyas et al., 2003), which largely overlap. In addition to these MAPK pathways, 

we also identify the Target Of Rapamycin (TOR) pathway as a central regulator of 

colony morphology. Similar to the MAPK cascades, the TOR pathway also plays a role 

in catabolite repression and stress response (Vinod & Venkatesh, 2008).  

Interestingly, the pathway most tightly correlated to colony morphology in our screen 

is the RIM101 pathway, which is thought to regulate gene expression in response to 

alkaline conditions  (Figure 2-2, blue shaded area, p-value < 1E-15 using a consensus 

pathway as described in (Sarode et al., 2011)). For an overview of all enrichments in 

the all altered colony morphology associated genes see Table S3). Genes spanning the 

whole pathway (including DFG16, RIM21, RIM8, SNF7, VPS20, VPS36, SNF8, STP22, 

BRO1, RIM13, RIM20, YGR122W and RIM101) were associated with altered colony 

morphology, indicating a primary involvement of this signaling cascade in the 

regulation of colony morphology.  

Another important set of genes identified in our screen as regulators of colony 

morphology are associated with epigenetic inheritance, chromatin modification and 

gene regulation (Figure 2-2, orange shaded area, p-value < 1E-12 for genes in shaded 

area with GO term chromatin organization (GO:0006325) and < 1E-10 for chromatin 

modification (GO:16568), for an overview of all enrichments in the all altered colony 

morphology associated genes see Table S3). First, we identified three genes of the 

Rpd3L complex (ASH1, SDS3 and SIN3) as being involved in altered colony morphology 

, which is a chromatin modifying complex that plays a role in gene regulation through 

histone deacetylation (Carrozza et al., 2005). Second, three members of the 

Ino80/Swr1p complexes (SWC7, IES3 and ARP8) were also identified as genes 

associated with colony morphology. The In080/Swr1 complex is ATP-dependent, and 

influences up to 20% of genes in S. cerevisiae, including genes involved in 

filamentation (Jönsson et al., 2004, Furukawa et al., 2011). Third, several members of 

the SAGA complex (TAF12, SPT7, SUS1 and ADA2) were identified in our screen. The 

SAGA complex is involved in histone acetylation, stabilization of RNA Polymerase II 

and deubiquitination of histones (Grant et al., 1998, Koutelou et al., 2010).  Lastly, our 

screen also identifies several other chromatin-related genes, including SIR3, RSC2 

(part of the RSC chromatin structure remodeling complex), HTB2, IOC4 and HMO1.  
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Figure 2-2 - Physical interaction network visualization of genes involved in colony morphology. Genes 

identified with altered colony morphology were mapped onto the network as round nodes and associated 

protein complexes were identified. FLO11 is indicated as a large round yellow node. Protein complexes 

containing more than 2 genes are visualized as a single colored octagonal node while genes associated with 

smaller complexes were added to the network as rounded rectangles. The edges between the nodes 

indicate physical interactions and specifically  green edges indicate protein-protein interactions, blue 

phosphorylation interactions, orange de-phosphorylation interactions and red protein-DNA interactions. 

The direction if applicable for an interaction is indicated with an arrow. Genes which were not connected 

to other smooth/semi-smooth genes or associated complexes were omitted from this figure. 
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Our screen also identified several genes that may influence colony morphology 

through post-transcriptional processes (Figure 2-2, yellow shaded area, p-value < 1E-

12 for genes in shaded area with GO terms wobble position uridine thiolation 

(GO:0002143), tRNA wobble uridine modification (GO:0002098) and tRNA wobble 

base modification (GO:0002097), for an overview of all enrichments in the altered 

colony morphology associated genes see Table S3). The proteins encoded by these 

genes are related to protein tRNA modification and urmylation (Furukawa, 2000, 

Pedrioli et al., 2008).  Strains defective in UBA4 and URM1 have been found to be 

defective in agar invasion (Goehring et al., 2003) and the tRNA modification has been 

linked to MAPK signaling (Abdullah & Cullen, 2009).    

Several additional regulatory complexes have been identified in our genetic screen. 

First, the glucose induced degradation (GID) complex through GID8 and VID24 . This 

complex plays a role in the regulation of the gluconeogenic processes through 

degradation of fructose-1,6-bisphosphatase (Santt et al., 2008). Second, the 

cytoplasmic ribosomal large subunit consisting of RPL6A, RPL22A, RPL12B, RPL39, 

RPL34A and RPL35A. Third, the ATP F1/F0 synthase complex consisting of ATP18, OLI1, 

ATP8 and ATP16. Fourth, the acetyltransferases with the NatA complex consisting of 

ARD1 and NAT1.  Lastly, the NatC complex, consisting of MAK10, and the NatB 

complex, consiting of MDM20 (Polevoda & Sherman, 2003, Polevoda et al., 2003).  

Apart from a large set of genes that are involved in sensing, signaling and other 

regulatory processes, our screen also identified several genes involved in endocytosis 

(Figure 2-2, green shaded area, p-value < 1E-11 for genes in shaded area with GO term 

membrane invagination (GO:0010324) and < 1E-8 for endocytosis (GO:0006897). For 

an overview of all enrichments in the altered colony morphology associated genes see 

Table S3). RVS161 and RVS167 are associated with vesicle scission during endocytosis 

(Robertson et al., 2009, Youn et al., 2010). This complex plays a major role in 

membrane invagination. Also involved in this process is the protein complex 

Pan1/Sla1/End3 (the actin cytoskeleton-regulatory complex) and additional genes 

associated with membrane invagination, including END3, VRP1, YRB2, LDB17 and BZZ1 

(Smythe & Ayscough, 2006, Toret & Drubin, 2007, Burston et al., 2009). Additionally, 

we identified that three members of the CORVET/HOPS complexes (PEP5, VPS41 and 

VPS33) play a role in altered colony morphology. These complexes can interconnect 

by dynamic subunit exchange, and the HOPS complex has been found to play a role in 

the fusion of endosomes to vacuoles (Nakamura et al., 1997), while the CORVET 

complex plays a role in transition from endosome to lysosome (Peplowska et al., 

2007).  

Among the gene deletions that were shown to diminish colony morphology was only 

a small number of genes encoding enzymes or structural proteins.  This short list 
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includes FLO11, TOS1 (encoding a cell wall protein of unknown function (Terashima et 

al., 2002)) and DFG16, a probable multiple transmembrane sensor involved in haploid 

invasive growth (Mösch et al., 1999, Sarode et al., 2011).  The lack of additional genes 

that encode structural proteins suggests that colony morphology only relies on a 

relatively small number of "effector" genes that are directly involved in shaping a 

colony, and a larger number of regulatory genes.   

FLO11 is a major determinant of colony morphology 

Since FLO11 is one of the few downstream "effector" genes that encode a protein that 

is directly responsible for colony morphology, and FLO11 is downstream of a very large 

and complex regulatory network, we hypothesized that FLO11 expression levels may 

be an important factor contributing to the diversity in colony morphologies.  To 

investigate this possibility, we analyzed the correlation between FLO11 expression 

and colony morphology in a set of haploid derivatives of EM93, which is a feral diploid 

yeast with a pronounced colony morphology.  Each haploid derivative of this 

heterozygous diploid feral strain shows different colony morphology.  In each of the 

examined haploid strains, the wrinkly phenotype correlated with the highest FLO11 

expression (one example tetrad shown in Figure 2-3a).  In addition, it was possible to 

convert a smooth haploid strain to a wrinkly strain by deleting SFL1, a repressor of the 

FLO11 gene (Conlan & Tzamarias, 2001).  Deletion of SFL1 in this smooth strain 

resulted in increased FLO11 expression and yielded wrinkly colonies that looked 

nearly indistinguishable from the wrinkly sister strain from the same tetrad (Figure 2-

3b).   

Secondly, we constructed a series of mutants wherein we replaced the native FLO11 

promoter with a series of TEF1-derived promoters (Nevoigt et al., 2006), that allow 

for different gene expression levels, to confirm the correlation of FLO11 expression 

levels with colony morphology.  The resulting strains exhibited increased colony 

wrinkliness that correlated with increased FLO11 expression (Figure 2-3c).  

In a third experiment, we investigated FLO11 expression in spontaneous non-wrinkly 

isolates derived from wrinkly progenitors.  Wrinkly colonies often spawn smooth 

sectors within wrinkly colonies.  To investigate if these non-wrinkly mutants were a 

consequence of FLO11 expression, we first constructed mutants carrying a FLO11-YFP 

gene fusion.  However, the strains carrying the FLO11-YFP fusion formed smooth 

colonies, indicating that tagging Flo11 with a fluorescent protein results in loss of 

function of Flo11.  We therefore generated mutants carrying a multicistronic gene 

fusion of the FLO11 gene, a self-cleaving viral peptide (picornaviral 2A petide), and a 

yellow fluorescent protein (YFP) (see materials and methods for details).  In this case, 

the fluorescent tag is immediately cleaved off after translation, resulting in one 

separate YFP molecule released in the cytoplasm for every Flo11 protein produced.  
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The resulting strain showed normal colony morphology, indicating that the strategy 

to preserve Flo11 function worked.  Examination of these colonies by fluorescence 

microscopy showed that Flo11 (as deducted from YFP levels) is present throughout 

the colony, except in smooth sectors, which showed virtually no fluorescence (Figure 

2-3d). 

 

Figure 2-3 (previous page)- Variation of FLO11 levels and colony morphology. (A)Strains from single tetrads 

can also exhibit great variety in colony morphology and gene expression.  Top, FLO11 gene expression of 

KV34, KV35, KV36, and KV37, haploids derived from a single tetrad of EM93 diploid strain.  Bottom, 

corresponding photos of the same strains.  Both photos and gene expression levels are of colonies grown 

on YPS agar medium.  Scale bar represents 5 mm. (B) De-repressing FLO11 expression increases wrinkliness 

of a smooth strain.  KV34 and KV35 are sister haploid strains derived from the same tetrad of natural isolate 

strain EM93.  KV34 is wrinkly and KV35 is smooth, and this is reflected in the levels of FLO11 expression, 

with KV34 having higher levels of FLO11. Deletion of SFL1, a repressor of FLO11 expression, raises levels of 

FLO11 and makes KV35 as wrinkly as KV34.  Scale bar represents 5mm. (C) Increasing FLO11 expression 

correlates with increasing colony wrinkliness.  Replacement of the native FLO11 promoter by a series of 

constitutive promoters of increasing strength results in a series of strains with increasing wrinkliness.  The 

TEF1prm::FLO11 series was made in the EM93 haploid background.  Scale bar represents 5mm. (D) Flo11p 

expression correlates with wrinkliness, but is uniform within wrinkly areas of colony.  A FLO11-YFP construct 

was made that incorporated a self-cleaving viral sequences, such that simultaneous expression of Flo11p 

and YFP were assured without causing interference of Flo11p function.  As previously reported, FLO11 

exhibits stochastic epigenetic silencing, and this manifests itself in sectors of colonies with low YFP levels 

and smooth colony topology (arrow, top panel).  However, closer inspection of wrinkly parts of colonies 

shows rather homogenous expression of YFP, suggesting that differential expression of FLO11 does not 

account for patterned growth within a colony (bottom panel). 
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A physiological role of wrinkly colony morphology? 

Why do yeast cells form such pronounced, intricate morphologies when they grow on 

solid substrates?  Is this merely a biologically irrelevant consequence of the expression 

of certain cell-surface proteins such as the Flo11 adhesin?  Or do the wrinkles have a 

biological role? To answer this question, we first tested whether there was a general 

fitness defect in the smooth flo11 deletion mutants, and we measured cell growth to 

see whether smooth mutants were more or less resistant to heat and desiccation.  

However, whereas wrinkly colonies often appeared to be more resistant to 

dessication, the results did not reveal any statistically significant difference in fitness 

(data not shown). 

In another approach, we hypothesized that we might be able to obtain some clues 

about the possible physiological relevance of wrinkly colony morphology by 

comparing the transcriptional response of a smooth flo11∆ mutant to that of a wrinkly 

wildtype colony.  In brief, we measured the expression levels of wildtype Sigma 1278b 

and compared these to the expression level in a flo11∆ by microarray.  To investigate 

whether some of the transcriptional response to flo11∆ is specifically linked to growth 

as a colony on a solid substrate, we also performed the same comparison between 

the transcriptomes of planktonic wildtype and flo11 deletion mutants grown in liquid 

medium. Analysis of the differentially expressed genes (Table S4, Table S5, Figure S5, 

and Figure 2-4, see also http://bioi.biw.kuleuven.be/yeastcolony/morphology 

/microarray) identified clusters of differentially expressed genes involved in several 

physiological processes. Interestingly, large clusters of genes show altered gene 

expression in response to flo11 deletion in both liquid and solid medium, including 

genes involved in central processes like ion homeostasis, cell-cell adhesion, sexual 

reproduction, the electron transport chain and oxidation-reduction. Three processes 

are differentially regulated exclusively in solid medium: carbohydrate transport, 

thiamine biosynthesis and RNA processing.  

http://bioi.biw.kuleuven.be/yeastcolony/morphology
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Figure 2-4 (opposite page) Overview of genes differentially expressed between FLO11 deletion mutant and 

WT grown on liquid and solid medium. The color of the core of the genes indicates the differential 

expression of the genes in liquid, while the color of the border indicates the differential expression on solid 

medium. Dark-grey indicates underexpression and light-grey overexpression of the FLO11 deletion mutant 

compared to the WT. Overrepresented GO biological process terms were categorized and overlain onto the 

network as grey shaded areas. Dark-grey edges indicate protein-dna interactions while light-grey edges 

indicate protein-protein interactions. 
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Discussion 

Our comprehensive screen shows that colony morphology is regulated by a large 

number of genes that play central roles in the RIM101, MAPK/TOR and HOG signaling 

cascades.  RIM101 is a pathway induced under alkaline conditions to regulate gene 

expression (Hayashi et al., 2005, Castrejon et al., 2006, Lamb et al., 2001).  The MAPK 

and TOR pathways are involved in regulating growth, stress resistance and 

development (sporulation, filamentation) in response to nutrients and growth factors 

(for recent reviews, see (Loewith & Hall, 2011, Hohmann, 2009, Chen & Thorner, 2007, 

Madhani, 2000).  The HOG pathway is primarily a sensor of osmotic stress (Hohmann, 

2009, Saito & Tatebayashi, 2004).  Together, these results indicate that colony 

development is strongly influenced by environmental parameters, including pH, 

osmotic pressure and nutrient status. In concordance with this finding, one study has 

shown that hyper-osmotic stress inhibits the development of the fluffy colony 

morphology (Furukawa et al., 2009).   

Apart from several major signaling pathways, colony morphology is also regulated by 

proteins involved in post-transcriptional regulation, tRNA modifications and 

endocytosis. Interestingly, though endocytosis and endosomes have previously not 

been linked to yeast colony formation, the homologs of some of the respective genes 

that were identified in our screen have been implicated in hyphae formation in 

Candida albicans (Sudbery, 2011), suggesting that it is an important process in 

morphogenic switching and adaptation to the environment. There is a clear link in our 

network between endocytosis and vacuolar sorting, most likely due to the fact that 

both processes rely on actin to perform their functions (Zheng et al., 2009, Olave et 

al., 2002, Dion et al., 2010, Toret & Drubin, 2007, Smythe & Ayscough, 2006, Conner 

& Schmid, 2003). One possibility is that endocytosis of the Flo11 cell surface adhesin 

may influence colony morphology (Vopalenska, 2010).  However, the multitude of 

genes associated with endocytosis, which were identified in this screen suggest a 

more complex influence of endocytosis on colony morphology. 

Our results confirm that the Flo11 cell surface adhesin protein is a key player in colony 

development.  We also note that the RIM101, cAMP/PKA, and MAPK pathways that 

control colony morphology, are also known to regulate FLO11 expression (Granek & 

Magwene, 2010, Vinod et al., 2008, van Dyk et al., 2005, Pretorius & Bauer, 2002, 

Castrejon et al., 2006, Granek et al., 2011, Bruckner & Mosch, 2011).  Similarly, it is 

known that chromatin modification is also involved in FLO11 regulation (Barrales et 

al., 2008, Bumgarner et al., 2009, Octavio et al., 2009, Halme et al., 2004).  Together, 

our results show that yeast colony morphology is controlled by a very large number 

of genes that are involved in different signaling pathways and biological processes, 

many of which are known to control FLO11 regulation.  Moreover, the results shown 

in Figure 2-3 indicate that changes in FLO11 expression levels generate differences in 
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colony morphology.  We believe that these observations at least partly explain the 

enormous differences in colony morphology that are observed between different S. 

cerevisiae strains.  The remarkably large number of genes that are involved in 

regulating FLO11 expression create an unusually large "mutational target size" (i.e. 

the total number of DNA bases that, when mutated, result in changes in FLO11 

expression and regulation).  In other words, different yeast strains are very likely to 

carry multiple mutations that affect FLO11 regulation, and this may in turn affect their 

colony morphology.  Hence, colony morphology could in fact be a rather useful proxy 

for genetic relatedness, indicating that the early microbiology pioneers may have had 

good reasons to use this criterion to distinguish between strains, isolates and mutants. 

It is reassuring to see that our screen confirms some previous observations.  Most 

notably, genes of the RIM101, cAMP and MAPK pathways have been associated with 

altered colony morphology, even though these previous studies did not provide a 

comprehensive screen of all genes involved in colony development (Su & Mitchell, 

1993, Lamb & Mitchell, 2003, Granek et al., 2011, Granek & Magwene, 2010).  It is 

also striking that many of the genes and pathways that control colony morphology 

have previously been implicated in the regulation of adhesion, mat formation, and 

invasive and filamentous growth (see for example (Reynolds et al., 2008a, Verstrepen 

& Fink, 2009, Verstrepen & Klis, 2006, Gagiano et al., 2002, Bruckner & Mosch, 2011, 

Madhani, 2000, Barrales et al., 2008)).  This suggests that all these phenomena are at 

least interconnected, or may even be different aspects of the same physiological 

phenomenon.  

Our study provides the first comprehensive look at the genetic network underlying 

yeast colony development, several central questions remain.  First, though our study 

and previous work shows the complexity of the cellular regulation of colony 

morphology, it is still unclear how the various pathways translate environmental clues 

into specific colony morphologies.  Pioneering work by Palkova and coworkers 

indicates that colony development depends on complex gradients in nutrients and 

metabolites (Vachova et al., 2011, Vachova et al., 2009, Palkova & Vachova, 2006, 

Vopalenska et al., 2005, Vachova & Palkova, 2005, Kuthan et al., 2003, Palkova et al., 

2002, Palkova et al., 1997).  A key factor in understanding how a colony develops will 

require integration of our knowledge on signaling pathways with a detailed study of 

environmental changes in three-dimensional gradients during colony development.  

Given that our screen identified many genes involved in endocytosis, it is tempting to 

speculate that endocytosis plays a central role in colony development.  Endocytosis 

has already been implicated to play a role in the polarized growth of cells (Upraydah, 

2008), which in turn affects colony morphology (Cullen, 2012).  Clearly, further 

research is needed to link environmental cues to cellular changes, and to link these 

cellular changes to colony development. 
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A second series of unanswered questions revolves around the biological role of colony 

morphology.  It is tempting to speculate that the intricate hub-and-spokes patterns 

may help to carry water and nutrients from the substrate through the colony, and that 

the wrinkled surface of a colony may help to increase the surface area for gas 

exchange.  Whereas our transcriptome study indicated that disruption of the wrinkly 

pattern (by flo11 deletion) does result in extensive transcriptional reprogramming, it 

is difficult to pinpoint specific physiological processes.  Still, changes in the expression 

of a large number of genes involved in respiration (mitochondria, respiratory chain, 

ion homeostasis, and oxidation/reduction; see Figure 2-4) indicate that FLO11 

expression and the wrinkly colony surface may influence the balance between 

respiration and fermentation.  Changes in expression of cell-surface genes involved in 

adhesion and agglutination indicate that cells adapt their cell surface in response to 

loss of FLO11 expression.  We hope that the genes identified in this study will propel 

further research into the physiological role of yeast colony formation. 

Experimental procedures 
Media 

Media used in this study consisted of 1% yeast extract, 2% peptone, and 2% of either 

glucose or sucrose (YPD or YPS).  Plates of these media were made with 2% agar for 

standard growth conditions, and with 0.3% agar for growth on low-agar media.  YPD 

containing Hygromycin B (Invitrogen) (200mg mL-1) or G418 (200mg l-1) (Formedium) 

were used for selection of yeast transformants. Where noted glucose or sucrose were 

replaced with other carbon sources, such as maltose, galactose, ethanol or glycerol, 

to 2% final concentration. 

Genome wide screen 

All deletion mutants were pinned in triplicate on 2% YPS using a Singer Rotor (Singer 

Instruments, U.K.) and grown at 30°C for 10 days before taking pictures. Pictures were 

assessed and all colonies were given a code based on their morphology.  This allowed 

us to classify the genes according to the colony morphology they confer (Table S1). 

Gene deletions that gave an altered colony morphology (smooth, semi-smooth, extra 

wrinkly, small or large) were put in a direct interaction network (Figure 2-2). 

Construction of the physical interaction network 

Protein-protein interactions (PPI) and phosphorylation interactions were extracted 

from the BioGRID database (Stark et al., 2006, Reguly et al., 2006).  Transcription 

factor-DNA interactions were obtained from (Milo et al., 2002, Lee et al., 2002, 

MacIsaac et al., 2006). 

Interactions are represented by edges in the network, while molecular entities (i.e., 

proteins and genes) are represented by nodes. Each edge (i,j) between a node i and a 
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node j is assigned a weight wij that reflects the probability of interaction between node 

i and j.  

Weights for transcription factor-DNA interactions were determined as in (Yeger-

Lotem et al., 2009). For the assignment of weights to PPI and phosphorylation 

interactions, a naïve Bayesian classifier, that uses the experimental technique(s) by 

which an interaction was measured as predictors, was implemented. To train the 

classifier, both a positive interaction set, consisting of literature-curated interactions 

measured by low-throughput techniques (Reguly et al., 2006), and a negative 

interaction set, consisting of protein pairs whose most specific co-annotation occurs 

in GO terms of 1000 total annotations or more (Myers et al., 2005), were compiled. 

Additionally phosphorylation data from literature curated interactions was added 

(Fiedler et al., 2009) and an ad-hoc probability was assigned to these interactions. 

Based on the probabilities assigned to edges the network was trimmed to remove 

interactions with low proof (Yeger-Lotem et al., 2009). Protein complex data was 

added to the network (Pu et al., 2009). 

Network visualization 

Network analysis and visualization was performed in Cytoscape (Smoot et al., 2010).   

Protein complex association 

A cumulative hypergeometric probability was used to assign a p-value to the 

overrepresentation of complex members in the results of the genetic screen (Rivals et 

al., 2007). This test represents the probability that at least the same amount of protein 

members would be present in the screen when the same amount of genes identified 

in the screen were picked at random. It thus allows to identify protein complexes 

associated to colony morphology. 

Interactive network representation 

An interactive version of the physical interaction network with the genes mapped 

from our genetic screen was developed using Cytoscape Web (Lopes et al., 2011). 

GO Enrichment 
GO enrichment was obtained through the BINGO plugin (Maere et al., 2005) using a 

hypergeometric test and a Benjamini-Hochberg correction (Hochberg & Benjamini, 

1990). GO annotations for S. cerevisiae were downloaded from the Gene Ontology 

(Ashburner et al., 2000) website (version 1.1600). 

Yeast strains 

The whole genome screen was carried out using the Sigma 1278b deletion collection, 

a collection of 4156 strains, each of which carries a null mutation for one specific non-

essential gene (Dowell et al., 2010).  For an overview of all yeast strains used in this 
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study see Table S6.  Mutant strains were generated by amplifying the HygB cassette 

(pAG34) and the KANMX cassette (pUG6) from plasmids using primers (Table S7) that 

contained 60bp sequence homology to target DNA.  The PCR product was then used 

for directed integration of the cassette and replacement of target locus.  Yeast 

transformation was carried out using the LiAc procedure (Gietz & Woods, 2006).  

Transformants were verified by PCR using specific primers.  

To obtain a series of mutants showing different levels of FLO11 expression, we 

integrated a series of modified TEF1 (Nevoigt et al., 2006) directly upstream of the 

FLO11 ORF.  

To visualize Flo11 protein levels, we constructed a multicistronic DNA sequence 

encoding the FLO11 gene, a viral self-cleaving peptide, and a gene encoding a yellow 

fluorescent protein (YFP).  PCR transformation was used to incorporate the 

picornaviral 2A self-processing peptide sequence (de Felipe et al., 2006) at the 3’ end 

of the FLO11 ORF.  The 2A viral peptide sequence within the resulting FLO11-2A-YFP 

fusion allows for expression of multiple discrete proteins in equimolar quantities from 

a single transcript. The fusion construct thus generates a multicistronic mRNA from 

the FLO11-2A-YFP fusion which is translated and thought to allow an intra-ribosomal 

cleavage event on the nascent protein to occur as the 2A peptide is exiting from the 

ribosome (de Felipe et al., 2006) and thus the two Flo11 and YFP proteins are 

produced separately.  This method allows for a functional Flo11p protein to be 

expressed at the same time as the YFP so that we could monitor Flo11p expression 

without interfering with normal Flo11p function.  Colony morphology phenotypes 

were retained in the FLO11-2A-YFP fusion constructs.   

Conventional fusions of YFP to FLO11 interfered with Flo11p function, and abolished 

colony morphology phenotypes (data not shown). 

Growth assays 

Yeast colonies were grown routinely for 5 days at 30°C unless otherwise stated.  Yeast 

mats were grown on YPD or YPS with 0.3% agar for 14 days at room temperature.  

Colony morphology was assayed on YPS medium (2% agar), and colonies 

photographed using Nikon AZ100M with DS-R1 camera.  Mat/colony area and height 

were measured with NIS Elements software and graphs were made in Prism with fitted 

curves. 

Desiccation experiments 

Cells were plated from liquid YPD culture to form single colonies on a Nylon 

membrane (Millipore) placed on YPS solid medium and grown for 5 days at 30°C. After 

growth the membrane was removed and the colonies were placed in an empty petri 

dish to dry for 8, 24 or 48h. To assess the number of dead cells within colonies, 
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colonies were scraped off the plates and suspended in GM buffer (glucose 2%, Na-

Hepes 10mM, pH7) and vortexed vigorously. Cells were stained with Live/Dead yeast 

viability stain (Invitrogen) with a final concentration of 20µM and incubated for 30 min 

at 30°C in the dark.  A Nikon TIE inverted scope equipped with a X60 oil objective, 

mCherry and GFP filter and a Luca R camera was used to determine the number of 

dead cells in biological triplicates.  In all cases at least 300 cells were counted per 

sample per time point. 

Gene expression  

Yeast colonies grown for 5 days on solid media at 30°C were harvested and frozen at 

-80°C in RNALater (Applied Biosystems) before processing for RNA extraction.  RNA 

was extracted from cells by first spheroplasting the yeast cells for 1 hour at 37°C using 

Solution A (Zymolyase, 1mg mL-1 (MP Biomedicals); sorbitol, 0.9M; EDTA pH 7.5, 0.1M; 

β-mercaptoethanol, 14mM) and subsequently using an ABI 6100 Nucleic Acid Prep 

Station and reagents (Applied Biosystems).  Synthesis of cDNA was performed using 

the QuantiTect Reverse Transcription Kit (Qiagen).  Real time quantitative PCR (RT-

PCR) was performed using the Power SYBR Green PCR Master Mix (Applied 

Biosystems).  Analysis of FLO11 transcript level was done using primers specific for 

FLO11 and PCR reactions in a 25μL volume in an Applied Biosystems StepOnePlus Real-

Time OCR System and the following PCR program:   10 min at 95C, followed by 40 

cycles of 95°C for 15 sec (melting), and 60°C for 1 min (annealing and extension).  

Expression values were normalized with levels of expression of a housekeeping gene 

(ACT1).   

Microarray 

Yeast colonies were grown for 5 days on YPS at 30°C, harvested and frozen at -80°C 

before processing for RNA extraction. Total RNA was extracted using the hot phenol 

extraction method (Guthrie & Fink 1991) and dissolved in 40µl RNase free water. 

Quality control and array was performed by the VIB Micro Array Facility 

(www.microarray.be). The Affymetrix Yeast Genome 2.0 array was used for this 

experiment. This array contains probe sets to detect transcripts from both 

Saccharomyces cerevisiae and Schizosaccharomyces pombe. This array includes 

approximately 5,744 probe sets for 5,841 of the 5,845 genes present in S. cerevisiae 

and 5,021 probe sets for all 5,031 genes present in S. pombe. The sequence 

information for this array was selected by Affymetrix from the public data sources 

GenBankR (May 2004) and Sanger Center (June 2004) for the S. cerevisiae and S. 

pombe genomes, respectively. These microarray data have been published in Gene 

Expression Omnibus under accession number GSE36151. The correlation between the 

RMA expression values for all samples was computed and the intensities lower than 

the background signal (i.e., absent detection call) were omitted. The normalized 

intensity values over the different conditions were compared using the limma package 

https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE36151
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(Smyth et al., 2005, Smyth, 2004) of the Bioconductor bioinformatics framework. For 

each of these contrasts, significant deviating values were selected using a moderated 

t-statistic and additionally a Benjamini-Hochberg correction (Hochberg & Benjamini, 

1990) was performed. Differentially expressed genes were selected based on the 

corrected p-values (p < 0.05) and a fold-change larger than 2 (log-ratio > 1) (Table S4).  

ClueGO (Bindea, 2009) was used to identify the biological processes which were 

overrepresented in the differentially expressed genes between WT and FLO11 

deletion mutant grown on liquid and solid media (Figure S5). ClueGO was run as an 

Enrichment/Depletion (two-sided hypergeometric test) test with a Bonferroni 

correction for GO terms between level 3 and 8, a minimum of 8% of all genes in all 

groups and a kappa score threshold of 0.3. Finally, the identified GO terms were 

mapped onto our physical interaction network (Figure 2-4).  
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Chapter 3 

PheNetic – Overview 

3.1   Introduction 
PheNetic is a subnetwork inference framework which selects from interaction 

networks the molecular mechanism that explains the observed pattern in a single or 

multiple omics data set(s). In this chapter a brief overview of different subnetwork 

inference methods is given in addition to a practical explanation of the PheNetic 

framework. For practical applications refer to the methods used in Chapter 4, Chapter 

5, and Chapter 6. 

3.2   Subnetwork inference 
Different methods have been used to Interpret high-throughput omics data in the past 

using biological networks (Markowetz, 2010) such as clustering of omics data 

(Aittokallio & Schwikowski, 2006; Chuang et al., 2007; García-Alonso et al., 2012; 

Nitsch et al., 2010; Verbeke et al., 2013) and identifying network motifs (Alon, 2007; 

Yeger-Lotem et al., 2004). These methods use the interaction network as a scaffold to 

search for the activated parts or subnetworks of the interaction network in the 

phenotype under research. However they do not enforce the retrieved networks to 

contain a molecular mechanism that connects the different genes identified in the 

omics experiments. 

Subnetwork inference methods aim to overcome this limitation using the interaction 

network as a scaffold to find biologically valid paths which connect (in)activated 

genes. These paths represent the molecular mechanisms between the different genes 

from the gene list(s). They provide a biological explanation of how these genes can 

trigger each other. Subnetwork inference is finding that subnetwork from the 

interaction network that provides the best explanations or paths between these genes 

which corresponds by finding that subnetwork that best explains the observed results.  

The theoretical approach behind all subnetwork inference methods is the same. Each 

method defines a specific score function to score a subnetwork of the interaction 

network. This score represents how good the subnetwork explains/connects the input 
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data related to the size of the network. Using this score function each method 

searches for that subnetwork that maximizes this score. Although the general idea is 

similar for every method a large variety of different approaches to infer this 

subnetwork exists Steiner trees will find the minimal cost subnetwork that 

corresponds to the tree having the lowest cost depending on the edges and/or on the 

nodes (Bailly-bechet et al., 2009; Faust et al., 2010; Huang & Fraenkel, 2009; Sadeghi 

& Frohlich, 2013), flow or electrical current algorithms search for the subnetwork 

were the most information flows between “source” and “target” genes (Huang et al., 

2011; Suthram et al., 2008; Yeger-Lotem et al., 2009), finding the smallest subnetwork 

that connects each gene using the shortest shared paths (Atias & Sharan, 2013; De 

Maeyer et al., 2013; De Maeyer et al.; De Maeyer et al., 2015; Yosef et al., 2009), or, 

network orientation will look for the subnetwork that describes the general direction 

of the edges to explain the data (Ourfali et al., 2007; Yeang et al., 2004). 

Based on the method used to infer, the resulting subnetwork can be different 

depending on the methods. This can be due to the different type of molecular 

mechanisms a method tries to infer, due to the initial scaffold interaction network 

used to interpret the experimental results and due to limitations of the applied 

method. 

The different approaches infer distinct subnetworks. Steiner trees will retrieve trees 

from the interaction network, while network orientation methods return subnetworks 

with directed edges indicating the flow of information over the network, and flow 

algorithms and networks looking for the shortest shared paths between genes will 

return mixed networks. This makes that Steiner trees can be used to infer gene 

regulatory networks when no redundant regulation is permitted, however applying 

them to infer networks where cycles can be present is biologically questionable. In 

addition the question has already been raised that finding the smallest minimum 

spanning tree over the interaction network does not explain the biological data the 

best (Yosef et al., 2009). Network orientation assigns different signs to interactions 

based on the provided data as such it infers that part of the network that can be 

oriented and thus be assumed (in)activated based on the experimental data.  

The interpretation of different data sets requires inferring different subnetwork as 

different molecular mechanisms can be inferred. Methods have been developed to 

infer these networks for cause-effect data (De Maeyer et al., 2013; Yeger-Lotem et al., 

2009), differential expression data or effect data only (Chuang et al., 2007; De Maeyer 

et al., 2015; García-Alonso et al., 2012) , or an eQTL setup (De Maeyer et al.; Ourfali 

et al., 2007; Suthram et al., 2008).  

With PheNetic the goal was to construct a flexible framework that can solve multiple 

of these different biological setups using the same framework. In addition to this the 
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framework had to be able to interpret multiple high-throughput omics data sets 

together to retrieve the common molecular mechanisms between parallel 

experiments. The flexibility of the framework is illustrated in the different applications 

of PheNetic. The first setup is the analysis of KO-transcriptome data as described in 

Chapter 4 (De Maeyer et al., 2013), the second transcriptome data as described 

Chapter 5 (De Maeyer et al., 2015) and the third the in tandem inference of the 

molecular mechanism and driver prioritization in an eQTL data set as described in 

Chapter 6. In addition the parallel interpretation of multiple data sets is illustrated in 

these setups where >20 different high-throughput omics data sets are interpreted in 

parallel. 

3.3   Method explanation 
PheNetic infers the molecular mechanism of an organism by combining different data 

sets of high-throughput omics data together. It looks for the subnetwork from the 

interaction network that best links the different genes from the gene lists from 

literature and/or experiments together using a biological meaningful path definition. 

This allows searching for true biological explanations or paths that link the genes 

together providing a real biological explanation how the genes are linked over the 

interaction network. For a schematic overview of the different steps of PheNetic see 

Figure 3-1. 

3.3.1   Input data 

PheNetic uses as input an interaction network, different sets of high-throughput omics 

data, list(s) of genes and path definitions on how to connect the genes of the gene 

lists over the interaction network.  

The interaction network represents the interactome of the organism as described in 

Chapter 1. The interactomics data in the supplied network can be very flexible as no 

predefined format is required. This allows running the method for both model 

organisms for which a large variety of interaction data is available as well as organisms 

for which only limited data exists. The high—throughput omics data sets provide 

condition specific information for running PheNetic. These data sets are used to 

convert the interaction network to a probabilistic network. In addition to this these 

data sets allow for the generation of lists of genes/gene products that are active 

between specific conditions, e.g. genes found to be differentially expressed between 

two conditions. Based on these gene lists the method can search for the biological 

explanations, defined by the path definition how these genes can be biologically linked  

over the interaction network.  
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Figure 3-1 - Overview of the PheNetic framework. (Input) PheNetic bundles different types of high-

throughput data sets together e.g. transcriptomics, genomic, … in combination with a interaction network, 

gene lists containing the genes which have to be connected in the inferred subnetwork using a predefined 

path definition or multiple path definitions if multiple connections between the data sets are possible. 

(Probabilistic network) Based on previous knowledge, high-throughput data sets and/or network structure 

the interaction network is converted to a probabilistic network. (Pathfinding) The genes in the gene lists 

are connected over the interaction network and the n-most likely paths connecting the genes are selected. 

(Knowledge compilation) The sets of paths between the different edges are converted to a form of 

propositional logic to assess the probability of connectedness for all connected genes. (Subnetwork 

inference) In the last step the subnetwork that best links the different genes using the probability of 

connectedness in the smallest subnetwork is selected. This last subnetwork then represents the molecular 

mechanism. 

3.3.2   Probabilistic network construction 

The goal of this step is to convert the interaction network to a probabilistic network 

where each edge is assigned a probability that reflects the belief that that edge is 

(in)activated under the assessed conditions. This definition is flexible depending on 

the condition and the available data. The probabilities assigned to the edges can be 

derived from network structure (De Maeyer et al., 2013; Voordeckers et al.), from 

high-throughput omics data (Aslankoohi et al., 2013; De Maeyer et al.; De Maeyer et 

al., 2015), and/or from prior knowledge (De Maeyer et al., 2013; Yeger-Lotem et al., 

2009). For more information about the specific interaction network conversions see 

the materials and methods sections of the papers described in Chapter 4, Chapter 5 

and Chapter 6. 

3.3.3   Pathfinding and knowledge compilation 

PheNetic searches for biological links between the different genes from gene lists to 

quantify the probability of connectedness of the genes over the interaction network. 
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Determining the probability of connectedness is known as the two-terminal reliability 

problem, which is an NP-hard problem. This means that determining the probability 

of connectedness cannot be calculated in polytime over the complete interaction 

network. In addition to this the probability of connectedness between the genes will 

be different for each subnetwork of the interaction network.  Therefore PheNetic 

approximates the probability of connectedness by only evaluating this probability for 

the n-most likely paths as introduced in ProbLog (De Raedt et al., 2007; Kimmig et al., 

2011). ProbLog utilizes knowledge compilation (Darwiche & Marquis, 2001) for 

compiling the set of n-most likely paths to a form of propositional logic that can 

represented as a directed acyclic graph which can be evaluated in polytime to 

determine the probability of connectedness. This results in a computationally more 

efficient approximation of the probability of connectedness. 

The method searches n-most likely paths linking the genes from the gene list given a 

predefined path definition over the interacction network. The actual path definition 

is dependent on the type of gene lists that have to be linked over the interaction 

network.  Different path definition have been used in the past such as for finding the 

upstream regulatory program of differential expression data  (De Maeyer et al., 2015), 

the downstream regulatory program of differential expression data (De Maeyer et al., 

2015), and, connecting genetic causes to their downstream effects (Aslankoohi et al., 

2013; De Maeyer et al., 2013; De Maeyer et al.). Depending on the type of connection 

paths can be searched between pairs of genes (De Maeyer et al., 2013), i.e. one-to-

one, a specific gene and a set of genes (De Maeyer et al.; De Maeyer et al., 2015), i.e. 

one-to-many, or between different sets of genes, i.e. many-to-many. 

3.3.4   Optimization 

In the optimization step PheNetic infers the molecular mechanism, i.e. the smallest 

part of the interaction network that contains the most likely paths between the genes 

from the gene list. This is perfomed by maximizing a score function (see Formula 1) 

that contains two terms namely a reward, i.e. how good are the genes from the 

different omics data sets linked on the inferred subnetwork, and a cost, i.e. how 

restricted is the size of the selected sub-network. For a more thorough explanation 

please see the Material and Methods of the paper in Chapter 6. By maximizing the 

score function the method infers the smallest subnetwork that best connects all the 

genes from the omics experiments.  PheNetic infers this subnetwork by performing a 

greedy hill climbing optimization as used in DTProbLog (Van Den Broeck et al., 2010). 

The mechanism underlying this approach is that different subnetworks of the 

interaction network are sampled to retrieve that subnetwork that obtains the 

maximum score. Depending on the application this subnetwork can be selected as the 

nodes contained in the most likely paths (De Maeyer et al., 2013) or the edges in the 
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most likely paths (Aslankoohi et al., 2013; De Maeyer et al.; De Maeyer et al., 2015; 

Voordeckers et al.). 

𝑆𝑠𝑢𝑏𝑛𝑒𝑡𝑤𝑜𝑟𝑘  =  𝑅𝑒𝑤𝑎𝑟𝑑 + (𝑥𝑐 ∗  𝐶𝑜𝑠𝑡) (Formula 1) 

The cost term contains a parameter 𝑥𝑐, i.e. the cost factor, which modulates the 

importance of the cost in the selection of the subnetwork. A high cost factor will select 

a small subnetwork while a lower cost factor will select a larger subnetwork. This 

allows steering the size of the inferred subnetwork and can be used to assess the 

connectedness of different mutated genes to the subnetwork (De Maeyer et al.) or 

the importance of regulators in the molecular mechanism retrieved by the method 

(De Maeyer et al., 2013). Both of these approaches rank genes based on their 

maximum cost term for which they are inferred in the subnetwork. The higher the 

maximum cost factor the better they are connected to the molecular mechanism. 

3.4   Evolution of PheNetic 
During the course of 4 years of research the original ideas behind the PheNetic 

framework have remained the same, this in contrast to the actual source code or 

programs. Initially PheNetic was implemented in DTProbLog (Van Den Broeck et al., 

2010) a decision theoretic variant of ProbLog (De Raedt et al., 2007). The declarative 

syntax similar to that of Prolog allowed for fast prototyping of the different ideas 

behind the PheNetic framework. The actual program behind the first proof-of-concept 

paper consists of less than 150 lines of code. A new implementation in the ProbLog2 

framework (Renkens et al.) allowed for faster inference. However, for a real practical 

application this implementation was not fast enough and therefore a re-

implementation of the PheNetic program in Scala/Java was required. To further 

increase performance different techniques such as caching, parallelization and 

improving the optimization algorithm with elements of tabu-search (Glover, 1989, 

1990) were used. This new implementation and improvements resulted in an 

algorithm x100 faster than the original version. In addition it stores intermediary 

compilation results which can be used for quicker reinterpretation of results for 

different parameters (see Figure 3-2). By applying these improvements PheNetic has 

matured into a practically applicable algorithm for interpretation on multiple large 

biological data sets using large eukaryotic interaction networks of up to +100k edges 

and 20k nodes while sampling more paths to better approximate the connectedness 

of the genes in the inferred subnetworks. 

Due to the improvement in speed, the inference of the subnetwork could be changed 

from a selection based on nodes in the subnetwork (De Maeyer et al., 2013) to the 

selection of edges in the subnetwork (Aslankoohi et al., 2013; De Maeyer et al., 2015). 

This change in selection means that the algorithm better retrieves the molecular 
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mechanism as it infers on the true interactions and not the genes/gene products. This 

is the reason that the score function for the subnetwork inference algorithms 

proposed in Chapter 5 and Chapter 6 contain a term which expresses the subnetwork 

size as the number of edges in the subnetwork and a path is defined here as a set of 

consecutive edges. This in contrast to the algorithm proposed in Chapter 4 that uses 

the number of nodes in the subnetwork as the subnetwork size and a path is defined 

as a set of consecutive nodes. The improved optimization also allowed for a better 

approximation of the probability of connectedness which in the initial version was 

approximated by 5 most likely paths (De Maeyer et al., 2013) which could be extended 

to 20 to 50 most likely paths (Aslankoohi et al., 2013; De Maeyer et al.; De Maeyer et 

al., 2015). 

 

Figure 3-2 –Improvement of subnetwork inference performance in ProbLog2 versus PheNetic on a 

benchmark data set for subnetwork inference. The score is the score of the best inferred subnetwork 

selected by the greedy hill climbing optimization at time after start of execution of the optimization. The 

ProbLog2 implementation is indicated in dark-grey and the dedicated PheNetic implementation in light-

grey. 
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Chapter 4 

PheNetic – Genetic screening 

analysis 

4.1   Introduction 
To study the biological applicability of the concept of decision theoretic probabilistic 

programming as developed in DTProbLog by the Declarative Languages and Artificial 

Intelligence group at the KULeuven, a proof-of-concept was implemented. PheNetic 

was applied on an Escherichia coli interaction network to reanalyse a previously 

published KO compendium, assessing gene expression of 27 E. coli knock-out mutants 

under mild acidic growth conditions. The inferred subnetworks were found to 

recapitulate previously described mechanisms of acid resistance indicating that the 

method was able to infer from the interaction network the molecular mechanisms 

driving acid resistance. 

The work of implementing the initial PheNetic algorithm in ProbLog, preparing the 

data sets associated with acid resistance in E. coli, constructing an interaction 

network, analysing the performance, comparing it with other methods and 

biologically assessing the result was part of this thesis. This work was published as De 

Maeyer, D., Renkens, J., Cloots, L., De Raedt, L., & Marchal, K. (2013). PheNetic: 

network-based interpretation of unstructured gene lists in E. coli. Mol Biosyst, 9(7), 

1594-1603. For supplementary information please consult Appendix B. 
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4.2   Paper 

PheNetic:  Network-based interpretation of unstructured 

gene lists in E. coli 
Dries De Maeyer1, Joris Renkens2,  Lore Cloots1, Luc De Raedt2, Kathleen Marchal1,3 

1Center of Microbial and Plant Genetics, Kasteelpark Arenberg 20, B-3001, Leuven, Belgium 
2Department of Computer Science, Katholieke Universiteit Leuven, Celestijnenlaan 200A, B-3001 Heverlee, 

Belgium 
3Department of Plant Biotechnology and Bioinformatics, Ghent University, Technologiepark 927, 9052 Gent, 

Belgium 

Abstract 

At the present time, omics experiments are commonly used in wet lab practice to 

identify leads involved in interesting phenotypes. These omics experiments often 

result in unstructured gene lists of which interpretation in terms of pathways or mode 

of action is challenging. To aid in the interpretation of such gene lists, we developed 

PheNetic, a decision theoretic method that exploits publicly available information, 

captured in a comprehensive interaction network to obtain a mechanistic view on the 

listed genes. PheNetic selects from a comprehensive interaction network the sub-

networks highlighted by these gene lists. We applied PheNetic on an Escherichia coli 

interaction network to reanalyse a previously published KO compendium, assessing 

gene expression of 27 E. coli knock-out mutants under mild acidic conditions. Being 

able to unveil previously described mechanisms involved in acid resistance 

demonstrated both the performance of our method and the added value of our 

integrated E. coli network. PheNetic is available at http://bioi.biw.kuleuven.be/ 

~driesdm/phenetic/.  

Introduction 

Omics experiments (e.g. gene expression profiling experiments) are customarily used 

in wet lab practice to identify leads involved in interesting phenotypes. The 

interpretation of the gene lists, resulting from these omics experiments is challenging. 

Currently, most studies perform enrichment analysis on these gene lists to identify 

overrepresented pathways and/or functional classes1. Enrichment analysis however, 

does not provide insights in the molecular interactions that result in the observed 

phenotype. In addition, it heavily relies on a priori information collected in databases 

(such as Gene Ontology lists, KEGG pathways)2,3. 

To allow for a more mechanistic interpretation of in-house generated omics data sets, 

increasingly network-based approaches are being used4,5. These methods integrate 

in-house generated gene lists with publicly available information on the organism of 

interest. This public information is typically represented as an interaction network 

http://bioi.biw.kuleuven.be/%0b~driesdm/phenetic/
http://bioi.biw.kuleuven.be/%0b~driesdm/phenetic/
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that ideally covers multiple molecular interaction layers5,4,6. Different methods have 

been developed to query these networks with in-house data, all of which rely on the 

assumption that genes close to each other in the interaction network are related to 

the same process (guilt-by association). Cluster techniques7,8 test to what extent 

genes from an input list group together in the interaction network. Path-finding 

approaches9–15 subdivide the input gene lists in causes (e.g. genes carrying a mutation) 

and effects (e.g. genes affected by the mutation) which they attempt to connect 

through active paths in the interaction network.  

These network-based analysis approaches have previously been developed for the 

analysis of experimental data sets in human and yeast e.g. for the interpretation of 

results from differential expression analysis9,12,13, genome wide association studies16 

and eQTL analysis (expression quantitative trait loci)11,17. Their application in 

prokaryotes has remained largely unexploited. In the present paper, we therefore 

developed a network-based approach for the analysis of E. coli data sets. A 

comprehensive E. coli interaction network derived from publicly available omics data 

was constructed and queried using a novel path-finding approach, PheNetic. We 

showed the potential of PheNetic in interpreting in house generated data sets by 

reanalysing a previously published knock-out (KO) expression profiling experiment in 

combination with the constructed E. coli interaction network. 

Results  

Method description 

PheNetic is a sub-network selection algorithm to interrogate an interaction network, 

compiled from publicly available data, with sets of cause-effect pairs resulting from 

in-house experiments (see Figure 4-1). Here, a cause corresponds to a mutation that 

is expected to trigger an alteration in downstream genes. If the alteration affects the 

expression level, the downstream genes will be visible in an expression profiling 

experiment (and referred to as effects). The network, in which nodes represent genes 

and edges the interactions between the nodes, will be used as a scaffold to connect 

causes to their effects. Every edge in the network is assigned a probability that 

expresses our belief in the interaction being truly present in the organisms’ 

interactome9 and each node is annotated with a probability that reflects its centrality 

in the network (see Material and Methods). The goal is to extract from this interaction 

network, the sub-network involved in transducing the perturbation from the causes 

to their corresponding effects. This sub-network will comprise genes related to the 

processes highlighted by the in-house data set. 

Because of the probabilistic nature of the network, we can obtain for each path in the 

interaction network a probability (see Material and Methods). This probability is 
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determined by the probabilities of the edges, expressing the belief in the edge, and 

the nodes, expressing the network centrality of the node, composing the path. The 

latter term penalizes paths through highly connected or hub nodes. By doing so the 

amount of redundancy between paths is quantified in the probability of a path. Highly 

probable paths will thus avoid hub nodes as these have low centrality probabilities. 

Given the probabilities on the paths we can formulate the sub-network selection 

problem as a path-finding problem in the decision theoretic framework of DT 

ProbLog18. Briefly, we first determine for each cause-effect pair the set of most likely 

paths that connect them. Subsequently, we merge these paths into a sub-network in 

which causes (i.e. mutated genes) are connected to the most and preferentially 

strongest differentially expressed effects using the most probable paths in a 

parsimonious way (using the smallest sub-network).  

 

 

Figure 4-1- Schematic overview of the experimental setup. Knockout (KO) strains (blue box) are identified. 

Each knocked out gene (also referred to as causes) is assumed to be responsible for ‘causing’ the phenotype 

under research. Knocked out genes are indicated as blue nodes in the interaction network. For each KO 

strain a molecular phenotype is quantified by determining the differential expression of the KO strains 

versus the wild type strain under the conditions of interest (red box). This allows identifying the genes with 

altered expression (referred to as effects), which are assumed to induce the phenotype. Effects are 

indicated as red/green nodes in the network. PheNetic allows extracting from the global interaction 

network, the subnetwork that connects the causes to the effects. 

This is achieved by assigning a reward to the selected sub-network based on the cause-

effect pairs that are connected in the sub-network. Cause-effect pairs connected with 

a high probability, and having a high level of differential expression will obtain higher 

rewards. On the other hand a cost will be assigned with increasing size of the selected 

sub-network. By maximizing the reward minus the cost, the sparsest sub-network will 

be selected that best explains the input data (see Material and Methods). The 

motivation for selecting the most parsimonious solution is based on the assumption 
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that all cause-effect pairs are involved in the same phenotype and therefore should 

trigger common paths in the interaction network. 

Network analysis in Escherichia coli 

To use PheNetic on E. coli data sets, we compiled a comprehensive interaction 

network for this organism from publicly available omics data sets and predictions (see 

Materials and Methods). The network, consisting of 16794 physical or metabolic 

interactions between 3063 nodes, covers protein-protein, transcriptional and 

metabolic interactions.   

This network was used in combination with PheNetic to reanalyse the KO 

compendium published by Stincone et al. This data set19 profiles the expression of 27 

E. coli KO strains, known to be involved in acid resistance (referred to as causes). For 

each KO strain, expression was compared to that of the wild type strain under similar 

conditions19, resulting in lists of genes differentially expressed between wild type and 

KO strain (referred to as effects).  As all mutated genes were supposed to be involved 

in the same acid resistance phenotype, the cause-effect pairs of the 27 different 

experiments were pooled in a single list of cause-effect pairs which was then 

interpreted by means of the interaction network (see Material and Methods).  

To optimize parameter selection and test algorithmic performance, two benchmark 

sets were defined consisting of genes previously associated with acid resistance in E. 

coli. A first stringent, but small benchmark consisting of 53 genes was based on 

literature curated information. A second more relaxed benchmark was composed of 

genes, reported to be differentially expressed genes under acid conditions in studies, 

other than the one of Stincone et al., 201119. Algorithmic performance was assessed 

using receiver-operator curve (ROC) plots that evaluate the trade-off between 

sensitivity (the fraction of the genes in the benchmark recovered by PheNetic) versus 

the false positive rate (FPR) (fraction of false positives amongst the total number of 

genes predicted to be involved in acid resistance by PheNetic). To define the FPR we 

used a rather conservative definition by assuming that all genes predicted to be 

involved in acid resistance, other than the ones in the benchmark, were false positives. 

Parameter optimization 

The benchmark sets were used to assess the effect of parameters and reward 

functions on the algorithmic performance. 

Firstly, the effect of the number of cause-effect pairs in the input was tested. The 

obtained results show that more cause.-effect pairs as input allows reaching a higher 

sensitivity for the same FPR on both the differential expression and literature 

benchmark (see Figure 4-2). This means that for the same network size more genes 

associated with acid resistance are selected (see Figure 4-2). This indicates that 
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PheNetic is very robust towards the definition of what is ‘the most differentially 

expressed gene set’, indicating that ideally all cause-effect pairs could be used. In our 

set up we limited the number of cause-effect pairs per mutant in the input to 1000, 

as this offered a good trade-off between computation time and benchmark 

performance. For the acid resistance data, we thus used as input for PheNetic a pool 

of 27000 cause-effect pairs. 

Secondly, the effect of the gene selection cost was tested. As PheNetic imposes a 

trade-off between explaining as many as possible cause-effect pairs (reward term), 

while keeping the network sparse (cost term), an increasing cost term results in 

selecting gradually less genes, and thus smaller selected sub-networks 

(Supplementary Figure S1).  At a high gene selection cost only those genes will be 

added that are located at the crossroad of several paths between different cause-

effect pairs. At a lower cost this selection becomes less stringent and also genes 

located on less common paths between cause-effect pairs can be selected into the 

resulting sub-network. Sweeping over the gene selection cost thus provides a way of 

ranking genes based on the largest cost or smallest sub-network size at which they 

were first selected into the sub-network.   

Thirdly, the reward function defines the rewards assigned to each individually 

explained cause-effect pair. Different reward functions were tested: a constant 

function that assigns an equal reward to all cause-effect pairs and two gene-specific 

reward functions, that weigh the importance of explaining the cause-effect pair based 

on either the absolute value of the differential expression of the effect gene or based 

on the power of this differential expression (here 5th power) (Figure S2). Using the 

differential expression to weigh the reward of explaining a particular effect clearly 

outperforms a constant reward function. It favours the selection of genes involved in 

true signalling paths that connect causes to the most differentially expressed effects 

(as a better performance on the benchmark is obtained).   

Empirically we found that using the fifth power of the absolute log ratio improved the 

performance of PheNetic over just using the log ratio, as this reward function assigns 

an even higher weight to the effect genes with high differential expression.  

Results of all parameter tests were consistent on both benchmark sets. The following 

parameter settings, resulting in the best performance on the benchmark sets were 

used in the remainder of the article (that is using as input for each KO strain, the 1000 

most differentially expressed genes, and a gene-specific reward function based on the 

fifth power of the expression ratio of the effect genes). Using these parameters, the 

algorithm was run for gradually decreasing gene selection costs, which allowed 

ranking genes based on the highest cost at which they were first selected in the sub-

network. 
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Comparison with state-of-the-art 

To assess the performance of PheNetic, its results were compared with those obtained 

using eResponseNet20. This state-of-the-art method uses a minimum-cost flow 

optimization algorithm to connect causes to effects in an interaction network. Similar 

to PheNetic, eResponseNet employs a user-defined parameter (gamma) to tune the 

size of the selected sub-networks. Performing a sweep over gamma or the gene 

selection cost for respectively eResponseNet or PheNetic allowed prioritizing genes, 

according to their relevancy to the studied process. Genes added to the sub-network 

with the most stringent gamma parameter (eResponseNet) or gene selection cost 

(PheNetic) can be considered most reliable and receive the highest ranks. The 

resulting ranked gene lists were compared to those obtained by a differential 

expression-based ranking (see Materials and Methods). The latter comparison 

allowed us to assess the added value of using an interaction network over using mere 

expression data as is the case with a differential expression-based ranking. An 

overview of the ranked gene lists obtained by the different methods can be found in 

supplementary file SF3.  

The performance of the different methods was compared on both the literature and 

differential expression benchmark sets. For each algorithm the relation between its 

sensitivity (as an estimate of the ability to recover genes, previously associated with 

acid resistance) versus its FPR (as an estimate of the number of falsely predicted 

genes) was tested as a function of the selected sub-network sizes (see Figure 4-3). 

Prior to the comparison, we tuned the parameters of eResponseNet to achieve 

maximal performance on the benchmark sets (see Material and Methods). For 

eResponseNet only results obtained with its best performing parameter settings are 

shown.  

On both benchmark sets, but most pronouncedly on the literature benchmark set, 

PheNetic obtained a higher sensitivity for the same FPR than eResponseNet and the 

differential expression-based ranking. This difference in performance is most 

pronounced for small sub-networks, representing the most reliable set of nodes 

involved in the process of interest. For larger sub-networks, the three tested methods 

reach similar performances. The fact that this higher performance of PheNetic is 

mainly visible on the literature benchmark set, reflects the intrinsic difference of 

PheNetic with the differential expression-based ranking. The latter method by 

definition only recovers differentially expressed genes related to the process of 

interest, whereas both network-based approaches (PheNetic and eResponseNet) also 

select genes not regulated at their expression level. The latter type of genes are 

present in the literature benchmark set, but absent from the differential expression 

benchmark set.  



 
PheNetic – Genetic screening analysis  
 

68 
 

This intrinsic difference between network and differential expression-based ranking 

methods is also illustrated by their different ability to identify regulators or signal 

transducers. These classes of genes are known not to require drastic changes in their 

expression level to modulate their activity. Some well-known acid resistance 

regulators, such as YdeO21, TorR22, RcsB23 and RpoD24, are indeed only present in the 

literature benchmark set, and not in the differential expression benchmark set, 

indicating they are not or barely altered at their expression level. The ability of the 

different methods to select these regulators into a sub-network is quantified in Table 

1. Each regulator is ranked based on the total number of genes that have to be 

selected by the subsequent method to select the regulator into the solution. Network 

methods clearly rank the previously mentioned regulators higher than differential-

expression based ranking does.  

When comparing both network-based methods, the main difference between 

PheNetic and eResponseNet is the way cause-effect pairs are interpreted as input. 

PheNetic conserves the cause-effect pairs when searching paths in the network, while 

eResponseNet considers a flow between all causes and all effects. eResponseNet thus 

assumes all causes to be related to all effects, irrespective of whether a direct 

measurement for this relation was available in the experiments. The effect of this 

assumption explains the serious drop in performance of eResponseNet when used 

with more cause-effect pairs (50 instead of 10 per KO strain (Figure S3)). In those 

cases, eResponseNet will start connecting causes to biologically unrelated effects, 

resulting in a serious increase in the FPR. Using  only a limited set of input pairs 

partially solves this problem, but results in a lower sensitivity compared to what can 

be recovered by PheNetic (due to the reduction of input data). This also implicates 

that the results of eResponseNet are less robust than those of PheNetic towards 

variations in the number of cause-effect pairs used in the input.  
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Figure 4-2 - Performance comparison of sub-network selection methods on the acid resistance data set. 

The performance of PheNetic (blue), differential expression-based ranking (orange) and eResponseNet 

(green) was compared using two benchmark sets, one based on literature (top panel) and based on 

differential expressed genes (bottom panel).  The performance is assessed by plotting the sensitivity (the 

number of benchmark genes in the selected sub-network  versus the total number of benchmark genes) 

versus the false positive rate (FPR, defined as the number of positive interactions amongst the total number 

of predicted interactions)  for selected sub-networks of increasing size (obtained by a parameter sweep 

over the gene selection cost).  
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Figure 4-3 - The effect of using different numbers of cause/effect pairs per mutant as input on the 

performance of PheNetic. Performance comparison was based on a sensitivity –FPR analysis as described 

in Materials and Methods using the literature (top panel) and the differential expression (bottom panel) 

benchmark sets. Results are shown for using as input respectively 10 (green), 100 (orange) and 1000 (blue) 

cause-effect pairs per mutant. The result were obtained using the exponential reward function (see 

Material and Methods) and a parameter sweep over the gene selection cost. 
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Table 4-1 - Ranks assigned to a selection of regulators and signal transducers involved in acid resistance. 

For an exhaustive ranking of all regulators and genes by the different methods see the supplementary 

material. For each of the indicated regulators (rows) its rank as assigned by each of the respective 

algorithms (columns) is shown. The rank is defined as the number of other genes that were selected in the 

sub-network prior to selecting the indicated gene. NF (not found) indicates that the indicated gene was not 

ranked by the method. ’Acid resistance regulators correspond to those regulators known to be involved in 

acid resistance (literature benchmark) and not used as cause in the input. The newly associated regulators 

are regulators which previously not have been associated with acid resistance in E. coli.  

 

 

 

Biological relevance of the extracted sub-networks 

To assess the biological relevance of the sub-networks extracted by the different 

methods, we tested to what extent sub-networks selected by either method covered  

the same functionalities. To allow for a fair comparison, sub-networks of similar size 

were selected for the different methods (see Material and Methods). This resulted in 

a sub-network consisting of 287 genes for PheNetic (Figure S5), of 271 genes for 

eResponsNet (Figure S7) and of 293 genes for the differential expression-based 

ranking (Figure S6). All sub-networks selected by each of the three methods show 

clear enrichment in GO terms known to be involved in acid resistance, such as 

response to pH, regulation of pH, amino acid metabolism25,26, flagellar motility26, 

oxidation of organic compounds26 and cellular homeostasis27. Compared to the sub-

networks derived by ResponseNet and the differential expression-based ranking, the 

sub-network selected by PheNetic showed a higher enrichment in terms related to 

amino acid catabolism (GO:9063), more specifically in  terms associated with 

metabolism and catabolism of glutamine (GO:9064, GO:9065) and arginine (GO:6525, 

GO:6527), both well studied acid resistance mechanisms24,27. For both network-

based approaches, but not the differential expression-based ranking, the inferred sub-

networks were also enriched in terms related to ‘regulation and signalling’. These 
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processes consist of genes known to be barely altered themselves at expression level 

and, therefore only recovered by the network-based approaches. PheNetic promotes 

the finding of sub-networks, containing nodes, located at the crossroads of paths that 

explain several cause-effect pairs together. Therefore, it focuses more on processes 

shared by several mutants than is the case for the sub-networks extracted by the two 

other methods. 

Detailed description of sub-network extracted by PheNetic 

Figure 4-4 gives a detailed view on the sub-network selected by PheNetic using the 

most optimal parameter settings. For visualisation purposes, the selected sub-

network was decomposed into different gene groups (subgroups) centred around 

genes in the sub-network, belonging to GO categories found to be enriched in the sub-

network, together with their direct neighbours in the selected sub-network. It is clear 

that the three major processes identified in this decomposition clearly overlap with 

the previous processes identified by Stincone et al.19:  amino acid metabolism25,26, TCA 

cycle25,26,28, and flagellae and motility26,29,30. This visualization shows how an in-house 

performed omics experiment can be interpreted in the context of the network: not 

only the processes relevant to the phenotype of interest, but also their relations 

become apparent. 

The subgroup centred around genes associated with amino acid metabolism clearly 

shows the link between amino acid metabolism and the TCA cycle. This subgroup not 

only contains genes involved in glutamine31, arginine32 and  cadaverine33 metabolism 

which have previously been associated with acid resistance, but it also infers 

tryptophan, threonine/serine, proline and succinate synthesis to be involved in acid 

resistance. As the genes related to the latter processes are highlighted by the 

expression data and located in the network neighbourhood of genes and processes 

already known to be involved in acid resistance, their link to acid resistance is likely.  

A next subgroup centred around genes associated with cellular respiration 

recapitulates anaerobic and micro-aerobic modes of respiration that were previously 

linked to acid resistance, for instance the complexes (nuoBEK28,29, sdhCDAB34, frdB33, 

cyoEDCBA35 and atpAHF28) involved in aerobic respiration and oxidative 

phosphorylation and part of the TCA cycle  (aceEF and lpd complex). This mainly 

because respiration and oxidative phosphorylation interferes with intracellular H+ 

concentrations35. Interestingly, our approach also inferred a role for nitrate (narG, 

narH, narI and narJ) and nitrite (nirB and nirD) dependent respiration in acid 

resistance. Besides through respiration, their role in acid resistance can also be 

mediated through their involvement in ammonium metabolism, a process known to 

be associated with pH alterations25. In addition, ammonia production is a known pH 

regulation mechanism in Helicobacter pylori36. 
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Finally the subgroup containing genes associated with flagellae and motility could be 

further subdivided into genes involved in flagellar assembly, flagellar regulation and 

motility and sensing. Genes involved in flagellar assembly were largely present in the 

differential expression benchmark set, but their regulatory genes and genes involved 

in motility were absent from both benchmarks, indicating that they have not explicitly 

been linked to acid resistance before.  

Besides recovering genes already known to be involved in the process of interest 

(nodes corresponding to genes present in the benchmark sets are indicated in yellow), 

we also recovered several novel genes, potentially associated to acid resistance (grey 

nodes). When focusing on regulators (see Table 1), it is remarkable that PheNetic also 

prioritises OmpR, one of the regulators that was also associated by Stincone et al.19 to 

acid resistance using a different inference technique. In addition, PheNetic strongly 

prioritizes PepA, an aminopeptidase and transcriptional repressor. Its homolog in 

Vibrio cholerae has previously been associated with acid resistance37. Its targets, carA 

and carB which are also selected by PheNetic are involved in the conversion of 

glutamine to glutamate, which is one of the major known acid resistance mechanisms 

in E. coli30. This gene encoding pepA seems barely altered at its expression level, 

explaining why it might have been missed by previous studies. Another strongly 

prioritized gene/gene product is TyrR, the main regulator of tyrosine synthesis, which 

has previously been associated with acid conditions in Salmonella typhimurium38. TyrR 

regulates the amino acid metabolism regulator Mtr, which in its turn regulates the 

tryptophan or indole metabolism operon of which many genes were retrieved in the 

sub-network selected by PheNetic. The indole biosynthesis operon was found to be 

down-regulated in many of the KO strains we analysed, but none of its known 

regulators ranked well by the differential expression-based ranking method, 

explaining why it has been largely overlooked in the past. So far tryptophan 

biosynthesis has been only associated with acid resistance through the 

tryptophanases TnaA and TnaC29,28,26.   
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Figure 4-4 - Detailed view on the sub-network involved in acid resistance identified by PheNetic. The sub-

network was decomposed into different subgroups centred around the overrepresented GO categories. For 

visualization purposes, genes are grouped and highlighted based on their annotation in KEGG and GO. 

Genes contained in both benchmark sets are indicated as yellow nodes.  

Discussion 

In this work, we developed an analysis method that allows interpreting in-house 

generated omics data in the light of publicly available information, represented as an 

interaction network. The developed method extracts sub-networks describing the 

mechanism behind the omics data from this interaction network.  

The method was applied to reanalyse a previously published expression study, 

assessing gene expression of 27 KO strains under mild acid growth conditions in E. coli. 

To this end, an E. coli interaction network was compiled, spanning multiple layers of 

interactions. Applying PheNetic on this KO expression data set using this E. coli 

interaction network, allowed recovering mechanisms known to be involved in acid 

resistance.  

According to the classification of network inference methods of De Smet et al.39, 

PheNetic can be considered as an integrative inference scheme, that uses next to 

expression data also omics derived network information to prioritize genes involved 
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in the process of interest. Comparing PheNetic with classical differential expression-

based ranking illustrates the added value of using such an integrative network-based 

approaches to analyse omics derived gene lists. This integrative inference strategy39 

allowed reaching higher sensitivities at lower FPR: false positive genes (e.g. genes that 

were erroneously found differentially expressed under the tested conditions) are 

filtered out more easily as these genes cannot be connected to genes related to the 

process of interest through the network. In addition, major players involved in the 

process of interest that are only weakly or not differentially expressed can be ranked 

higher using a network-based method than with an expression-based ranking or an 

expression-based inference method, if they are located in the network 

neighbourhood of genes that are differentially expressed. The latter property of a 

network-based approach such as PheNetic results in an improved prioritization of 

transcriptional regulators and signalling proteins related to acid resistance, as this 

class of proteins tends to often be less differentially expressed than structural genes. 

As such, we could predict novel links between regulators and acid resistance, that 

were not discovered in previous studies as most of these studies relied on an non-

integrative inference strategies26,29,28,19. An additional consequence and advantage of 

using the interaction network is that PheNetic’s performance is robust against the 

number of cause-effect pairs used as input. This robustness makes the method less 

sensitive to the choice of an arbitrary cut-off on the number of differentially expressed 

genes selected per KO strain. 

In addition, by pooling cause-effect pairs of multiple KO strains, assumed to display 

the same trait, PheNetic is able to reliably extract sub-networks that are confirmed by 

multiple KO strains. PheNetic conserves the relation between each cause and effect 

in contrast to eResponseNet. This implies that PheNetic has a clear advantage over 

eResponseNet in searching for the shared molecular mechanism. PheNetic will not 

only be able to recover mechanisms that are similar in multiple KO strains, but it will 

also be able to recover mechanisms specific to a single or limited number of KO strains 

as it does not pool al causes and effect as is done by  eResponseNet. 

Conclusion 

In this study we developed PheNetic a network-based approach that allows retrieving 

from a comprehensive interaction network, the processes active in an omics-derived 

gene list. Our method can be generically applied to any model organism for which an 

interaction network is available, provided its parameters are tuned properly. Applying 

PheNetic on a real case study in E. coli, showed how overlaying expression-based gene 

lists with a network compiled from publicly available data not only recapitulates genes 

known to be involved in the process of interest, but also could uncover novel lead 

genes.    
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Material and Methods 
Interaction network  

The E. coli interaction network was built using an approach similar to those recently 

published for the construction of yeast interaction networks9,17,11 and reviewed in 

Cloots et al.4. For every molecular interaction layer the different interactions were 

retrieved (protein-protein, metabolic and transcriptional layer) and subsequently 

merged into an integrated network.  

The interactions between molecular entities are represented as a graph 𝐺 (𝑁, 𝐸) in 

which the nodes 𝑁 are an abstract representation of both the gene and its gene 

product, depending on the interaction type. The edges 𝐸 represent the interactions 

between the nodes. More specifically, when referring to protein-protein interactions, 

nodes will correspond to proteins and the interactions are considered to be 

undirected. For protein-DNA interactions, nodes will either correspond to 

transcription factors (TFs) or to their targets. Edges are by definition directed and 

point from TFs to targets. Metabolic interactions are represented as edges between 

nodes, corresponding to enzymes that act in a consecutive order (that is the product 

of the first enzyme is the substrate of the next). Metabolic interactions that are 

irreversible will be considered to be directed, whereas reversible metabolic 

interactions will be treated as undirected. Note that the definition of directed versus 

undirected interactions is determined by how the algorithm deals with the 

interactions, rather than based on a biological concept.  

Concretely, for the transcriptional interaction layer 6111 protein-DNA interactions 

were obtained from RegulonDB40 and an additional 295 predicted interactions were 

obtained from DISTILLER41, resulting in a total of 6406 protein-DNA interactions. 

Interactions from RegulonDB were assigned a probability of 0.8, whereas interactions 

predicted by DISTILLER were assigned a probability of 0.5 (as DISTILLER is an 

integrative scheme that does not assign a score to individual interactions). Related to 

the protein-protein interaction layer, we obtained a set of 7613 highly reliable 
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protein-protein interactions from Bacteriome.org42,43. These interactions were 

obtained by integrating seven computational and three experimental data sets using 

a Bayesian integration scheme and merged with the high-quality TAP results of Hu et 

al.44. As edge weights we adopted the Bayesian integration scores for the individual 

edges described in the original publication 43. 2775 metabolic interactions were 

obtained from Notebaart et al.45. As these are highly reliable interactions, they were 

assigned a probability of 0.8. This resulted in an integrated E. coli interaction network 

consisting of 3063 nodes connected by 16794 interactions. In addition, each node in 

the network is annotated with a probability that reflects its network centrality. This 

probability was derived from the out-degree distribution of the nodes in the network 
46.  

Random networks 

We model the interaction network as a random network. This is a network (𝑁, 𝐸) with 

𝑁 the set of nodes and with 𝐸 ⊆ 𝑁 × 𝑁 a set of edges, together with weight functions 

𝑤𝑛: 𝑁 → [0,1] and 𝑤𝑒: 𝐸 → [0,1] which assign a probability to each of the nodes and 

edges. A random network defines a probability distribution over possible sub-

networks. Each possible sub-network can be represented as a collection of nodes 

𝑁′ ⊆ 𝑁 and edges 𝐸′ ⊆ 𝐸 that denote the edges and nodes that are present. The 

probability of a possible sub-network is defined as: 𝑝(𝑁′, 𝐸′) =

∏ 𝑤𝑛(𝑛) ∏ (1 − 𝑤𝑛(𝑛))𝑛∈𝑁∖𝑁′𝑛∈𝑁′ ∏ 𝑤𝑒(𝑒) ∏ (1 − 𝑤𝑒(𝑒))𝑒∈𝐸∖𝐸′𝑒∈𝐸′ . Observe that 

the resulting sub-networks may contain edges 𝑒 = (𝑥, 𝑦) for which 𝑥 and/or y does 

not belong to 𝑁’. We will eliminate these improper networks when dealing with 

decision making.    

The probability distribution on the random network is used to determine how strongly 

connected nodes 𝑥 and 𝑦 are. This is defined as:  𝑝(𝑝𝑎𝑡ℎ(𝑥, 𝑦)|𝑁, 𝐸), the probability 

that there exists a path between 𝑥 and 𝑦 in a randomly sampled network of (𝑁, 𝐸). 

This random sampling is performed using a function: 𝛿𝑝𝑎𝑡ℎ(𝑥,𝑦): (2𝑁 , 2𝐸) → {0, 1} 

which is equal to 0/1 when the path is ‘not present’/’present’ in the possible network 

and where 2𝑁 and 2𝐸  are the power sets of N respectivly 𝐸. For a path to be present 

in a sub-network it is required that all nodes and edges are present in the sub-

network. We can now define the probability of a path as:  𝑝(𝑝𝑎𝑡ℎ(𝑥, 𝑦)|𝑁, 𝐸) =

 ∑ 𝑝(𝑁′, 𝐸′)𝛿𝑝𝑎𝑡ℎ(𝑥,𝑦)(𝑁′, 𝐸′)(𝑁′,𝐸′)∈(2𝑁,2𝐸) . These probabilities can be computed 

using ProbLog, a probabilistic Prolog18. 

Decision theoretic sub-network selection 

We model the sub-network selection problem as a decision theoretic problem. In this 

type of problem a set of possible decisions is given and the goal is to select the subset 

of decisions that maximizes the utility function. Each decision is concerned with the 

presence or absence of a node in the network. Furthermore, when node n is absent, 
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all edges starting in node n 𝑒(𝑛, _) and ending in node n 𝑒(_, 𝑛) are also absent. The 

decisions at the level of the nodes are directly connected to the edges these nodes 

are involved in. This is intended to exclude the improper random networks discussed 

earlier.  

The selected sub-network needs to be sparse, and needs to connect the causes to the 

effects. This leads to the following optimization function where 𝐷 ⊆ 𝑁 is a candidate 

solution and  𝐼 is the set of cause-effect pairs used as input for the method.  

𝑆(𝐷) = max {( ∑ 𝑓𝑟 ∗ 𝑝(𝑝𝑎𝑡ℎ(𝑥, 𝑦)|𝐷, 𝐸)

(𝑥,𝑦) ∈ 𝐼

) − |𝐷| ∗ 𝑥𝑐} 

 

The total score of a selected sub-network 𝑆(𝐷) consisting of 𝐷, the subset of nodes 

selected from 𝑁, equals the sum of the reward of each explained cause-effect pair 

minus a cost term which imposes network sparseness. The reward (positive score) of 

explaining a single cause-effect pair depends on the probability that a regulatory path 

connecting cause (𝑥) to effect (𝑦) exists in the selected sub-network which is defined 

by 𝑝(𝑝𝑎𝑡ℎ(𝑥, 𝑦)|𝐷, 𝐸) and the degree to which the effect is differentially expressed 

as described by the reward function 𝑓𝑟 = 𝑎𝑏𝑠 (𝐴𝑑𝑖𝑓𝑒𝑥(𝑥, 𝑦))
𝑛

  (with 𝐴𝑑𝑖𝑓𝑒𝑥  being the 

degree to which the explained effect (𝑦) is differentially expressed. A regulatory path 

requires the last edge to represent a gene regulatory interaction, thus imposing that 

the path connecting the cause to the effect should be able to alter the expression of 

the effect. The cost term (negative score) is given by multiplying 𝑥𝑐, the gene selection 

cost, with the number of selected nodes in the sub-network. 

Maximizing the optimization function was solved using DTProbLog18 which is a 

decision theoretic extension of the logic programming language, Prolog47. 
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Algorithmic settings 

As in previous studies14,11,48 the maximum length of the path between a cause and 

effect gene is restricted to 4 due to computational cost. The estimation of probabilities 

was performed using ProbLog’s 5-best inference technique49 which uses the 5-best 

proofs to approximate a probability. In practice this means that only the 5 most 

probable paths per cause-effect pair are used in the optimization function. To 

discourage the selection of well-connected or hub nodes the node centrality 

probability was capped at a minimum of 0.2. By doing so, hub nodes obtain a smaller 

reward when selected by the algorithm, but their selection is still possible if enough 

paths between cause-effect pairs pass through the hub gene. 

Experimental data sets 

Input data were derived from publicly available microarray experiments testing the 

transcriptional response of 27 different KO strains related to acid resistance in 

Escherichia coli19. Lists of differentially expressed genes were obtained from 

COLOMBOS50. The data is available under experiment id GSE 13361 at 

http://bioi.biw.kuleuven.be/colombos/ and comprises a total of 61 contrasts 

assessing gene expression for a total of 27 KO strains versus the wild type under two 

conditions, pH 5.5 and 7. 

Input for PheNetic was generated as follows: for each of the 27 KO strains we derived 

all cause effect-pairs with the cause referring to the mutated gene in the KO strain 

and the effect to a gene differentially expressed in the KO versus the WT strain. Per 

KO strain we ranked the cause-effect pairs according to the absolute value of the 

expression fold change of the effect gene. Subsequently, we selected per KO strain 

the C highest ranked cause-effect pairs and pooled them into a merged list of 27 X C 

cause effect pairs.   

Comparison with other methods 

eResponseNet was obtained from http://hanlab.genetics.ac.cn/eResponseNet/ and 

executed using standard settings51,9,20. The E. coli interaction network was converted 

to the eResponseNet network format using the reliability probabilities as weights on 

the edges. The reliability probabilities were capped at a maximum of 0.8 to prevent 

selection of solely highly probable paths as described in Yeger-Lotem et al., 20099. 

Prior to benchmarking, parameters were optimized as follows: different runs were 

performed using the 10, 25 and 50 most differentially expressed genes per KO strain 

as effects. The eResponseNet approach defines a parameter gamma that determines 

the number of nodes in the selected sub-network (referred to as network size). 

Increasing gamma results in the selection of larger sub-networks. eResponseNet was 

run for gamma parameters varying between 2 and 11 with a step size of 0.05. This 
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sweep allows ranking the genes based on the gamma value at which the gene was 

initially selected as described in Huang et al., 201120. 

The differential expression–based ranking was obtained by ranking the differential 

expressed genes for each KO strain based on their differential expression values 

(absolute log ratio). The obtained lists were combined into a single merged list in 

which all original ranks were maintained (as a result several genes obtained the same 

rank).  

Benchmark data set and performance estimation 

To assess the performance we compiled two benchmark data sets: a first benchmark 

set, referred to as the literature benchmark set was compiled from genes associated 

with acid resistance in literature (see supplementary file SF1) and contained 53 genes 

obtained from several studies52,53,31,23,54,25,21,30,27,55. A second benchmark set, referred 

to as the differential expression benchmark set, consists of 349 genes (see 

supplementary file SF2) identified to have an altered expression profile in acid 

conditions derived from different studies. Only genes identified to be significantly 

differential expressed in at least two of the three experiments were included. The 

literature and differential expression benchmark sets share an overlap of 16 genes. 

To compare the performance of the different algorithm results, the False Positive Rate 

(FPR) and sensitivity of the result for the benchmark sets were determined. The 

sensitivity represents the number of genes from the benchmark set that have been 

identified in the subnetwork selected by the tested algorithm and the FPR represents 

the number false positives amongst the total number of genes present in the selected 

sub-network. Every gene not present in the benchmark set was considered false 

positive. 

All three tested algorithms (PheNetic, eResponseNet and the differential expression-

based ranking) allow varying the size of the selected sub-networks. Genes selected 

into the sub-network using a more stringent parameter setting are considered more 

significantly related to the process of interest. This allows us ranking genes based on 

the most stringent parameter at which genes are selected into the sub-network. For 

both the network methods, a sweep over respectively the gene selection cost for 

PheNetic and the gamma for eResponseNet allow obtaining a ranked gene list which 

can be compared to the differential expression-based ranking results. 

Parameter settings of eResponseNet were tuned on the literature benchmark set. The 

best performance was found using the 10 most differentially expressed genes (effects) 

per mutated gene (cause) as input (Figure S3). eResponseNet was originally designed 

to work with a network consisting of undirected protein-protein interactions and 

directed DNA-protein interactions. We observed on the literature benchmark that 
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adding the metabolic layer to the interaction network consisting of protein-protein 

and protein-DNA interactions, either as a combination of directed and undirected 

edges or as a set of exclusively undirected edges deteriorated the results of 

eResponseNet (see Supplementary figure S4). This is due to the implementation of 

eResponseNet: the algorithm searches for regulatory paths in the network. These 

regulatory paths connect the cause to the effect in the interaction network. 

eResponsenNet requires the last edge of these regulatory path to be a directed one, 

assuming this directed edge represent a protein-DNA interaction in the network. By 

adding directed metabolic edges this assumption is violated.  Because it resulted in 

the best performances, we run eResponseNet on a reduced network without 

metabolic interactions.  

Enrichment analysis 

GO enrichment was performed using the BiNGO Cytoscape plugin from 56 using a 

hypergeometric test with a Benjamini and Hochberg False Discovery Rate correction. 

A p-value cut-off of 0.05 was used to identify enriched processes. Additionally ClueGO 
57 was used to group and analyse the GO and KEGG enrichments (results not shown). 

Network visualization 

Networks were visualized and analysed using Cytoscape58.  
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Chapter 5 

PheNetic – Expression analysis 

5.1   Introduction 
Expression or transcriptome analysis has become a standard practice in current wet-

lab (micro)biology. By looking at the differences in expression between a reference 

and a specific condition, genes that are involved in the molecular mechanism that 

drives the change in phenotype can be identified. However not all genes that mediate 

this molecular mechanism have to change expression level to exert their function. To 

this end network-based strategies can help in reconstructing the molecular 

mechanism that causes or is caused by the observed pattern of differential expression. 

The re-implemented version of PheNetic allowed for a quick interpretation of these 

results which allowed the deployment of the algorithm as a web server. Using this 

web server an interactive graphical user interface was constructed to interpret the 

molecular mechanisms inferred from the differential expression data. 

The work of re-implementing PheNetic in the scope of this publication, adapting the 

conceptual setup to interpret differential expression data, the conversion of the 

interaction networks, and the development of the visualization and analysis web 

server was part of this thesis. This work was published as De Maeyer, D., Weytjens, B., 

Renkens, J., De Raedt, L., & Marchal, K. (2015). PheNetic: network-based 

interpretation of molecular profiling data. Nucleic Acids Res, gkv347. 
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ABSTRACT 

Molecular profiling experiments have become standard in current wet-lab practices. 

Classically, enrichment analysis has been used to identify biological functions related 

to these experimental results. Combining molecular profiling results with the wealth 

of currently available interactomics data, however, offers the opportunity to identify 

the molecular mechanism behind an observed molecular phenotype. In this paper, we 

therefore introduce ‘PheNetic’, a user-friendly web server for inferring a sub-network 

based on probabilistic logical querying. PheNetic extracts from an interactome, the 

sub-network that best explains genes prioritized through a molecular profiling 

experiment. Depending on its run mode, PheNetic searches either for a regulatory 

mechanism that gave explains to the observed molecular phenotype or for the 

pathways (in)activated in the molecular phenotype. The web server provides access 

to a large number of interactomes, making sub-network inference readily applicable 

to a wide variety of organisms. The inferred sub-networks can be interactively 

visualized in the browser. PheNetic’s method and use are illustrated using an example 

analysis of differential expression results of ampicillin treated Escherichia coli cells. 

The PheNetic web service is available at http://bioinformatics.intec.ugent.be/ 

phenetic/. 

INTRODUCTION 

Molecular profiling experiments, such as mRNA and/or protein expression 

measurements, provide direct information on which genes or gene products are 

(in)active under a certain condition. Statistical overrepresentation methods give quick 

functional insights into genes listed by those experiments, but fail to unveil how the 

genes from these lists are mechanistically related (1-3). Network based approaches 

(4,5) combine the vast amount of interactomics knowledge, represented as 

mailto:kathleen.marchal@%0Bintec.ugent.be
mailto:kathleen.marchal@%0Bintec.ugent.be
http://bioinformatics.intec.ugent.be/%0bphenetic/
http://bioinformatics.intec.ugent.be/%0bphenetic/
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interaction networks, with the results of molecular profiling experiments to search for 

these mechanistic insights. Such integrative approaches have several benefits. First, 

the interaction networks help filtering noise from gene lists. Second, the interaction 

networks compensate for missing information: genes relevant to the process under 

study, but not in the gene list, can be recovered through their connectedness with the 

(in)active genes. Third, integrating multiple molecular levels into the interaction 

network (e.g. protein-protein, protein-DNA, phosphorylation, metabolic, …) provides 

a better insight into the process of interest.  

Sub-network inference algorithms aim to reconstruct how genes from a gene list 

mechanistically interact (4,6). This is performed by inferring the sub-network from the 

interaction network that ‘best’ connects a set of listed genes, where ‘best’ depends 

on the biological question at hand. In this context, we have previously developed 

PheNetic, which uses probabilistic logical querying to infer sub-networks from omics-

derived gene lists (7). PheNetic’ s performance in relation to the state-of-the-art and 

its biological relevance have been demonstrated through case studies (7,8).  

State-of-the-art sub-network inference methods, despite relying on different 

computational methodologies (9-16), all have shown to be useful for omics data 

interpretation, each in their own specific application domain e.g. to link genetic 

mutations to an expression phenotype, for gene prioritization, etc. However, because 

these methods are based on complex algorithms and workable implementations are 

often unavailable in the public domain, the practical usage of these methods is still 

limited. So far only few methods are accessible through an easy and intuitive web 

interface (17-19). 

To offer a web service specifically tuned towards the analysis of gene lists identified 

from expression profiling experiments, we present PheNetic, which is wrapped 

around the similarly named core algorithm (7). Input data consists of an interaction 

network as a representation of the publicly available interactomics data 

(downloadable from the website for a large number of organisms), a differential 

expression data set and a list of genes of interest. PheNetic infers from the interaction 

network the sparsest sub-network that, based on the provided expression data set, is 

most likely differentially (in)activated between the compared conditions. The web 

service allows viewing and interpreting the resulting sub-networks in an interactive 

module. Additionally the inferred sub-networks can be downloaded in different 

formats for further analysis with tools such as Cytoscape (20). The PheNetic web 

service is free and open to all users without login requirement.  
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METHODOLOGY 

PheNetic exploits the vast amount of publicly available interactomics knowledge, 

represented as an interaction network to reason about likely mechanisms that drive 

a molecular phenotype, here reflected by a high-throughput differential expression 

experiment (Figure 5-1). Hereto, PheNetic selects from an interaction network ‘paths’ 

or ‘explanations’ of how the differentially expressed genes can be connected to each 

other. Based on these paths PheNetic then infers from the genome wide interaction 

network, a sub-network that connects as many as possible genes from the supplied 

gene list in the most parsimonious way i.e. using the least number of edges or using 

the smallest sub-network. It hereby assumes that genes from a gene list are involved 

in common pathways and thus that paths between these genes should ideally overlap. 

Depending on the run mode, PheNetic can focus on inferring either the upstream 

regulatory mechanisms that are causal to the observed differential expression 

phenotype or on the pathways/protein complexes that are (in)activated by the 

differentially expressed genes (Figure 5-1). PheNetic thus extracts from a genome 

wide static interaction network, the condition-dependent sub-network that is most 

likely activated or repressed under the assessed conditions. 

To solve the sub-network inference problem, PheNetic first uses the differential 

expression data to convert the genome wide interaction network 𝑁 into a complete 

probabilistic network 𝐹, where 𝐹 is simply 𝑁 but with probabilities associated to the 

edges. The assumption here is that edges connecting differentially expressed genes 

have a higher probability to be (in)active under the studied conditions than edges 

between nodes that are not differentially expressed. This probabilistic interaction 

network now allows to assess the probability of connectedness 𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌)|𝐹), i.e. 

the probability that there exists a path between 𝐴 and 𝑌. A path, in the context of this 

paper, is defined as a set of consecutive directed or undirected edges without cycles 

in the probabilistic network that connect start gene 𝐴 from the gene list 𝐿 to any other 

end gene 𝑌 from the gene list 𝐿 and that are conform a given run mode. The 

probability of a path is simply the product of the probabilities of the edges along the 

path. PheNetic provides two different run modes (Figure 5-2). In the upstream run 

mode, the first and last edges of the path have to be regulatory interactions (e.g. DNA-

Protein, sRNA, …). In addition, a path consists of a first part starting from the start 

gene, in which the path runs against the direction of the interaction network, i.e. 

against the direction of the edges when the edge is defined as directed, and a second 

part ending in the end gene, in which the path follows the direction of the network. 

By doing so the path describes a common regulatory mechanism for both the start 

and end node of the path. In the downstream run mode only paths that follow the 

direction of the network are valid.  
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The sub-network inference problem boils down to an optimization problem in which 

the ‘best’ sub-network 𝑆𝑜𝑝𝑡𝑖𝑚𝑎𝑙  is selected. 𝑆𝑜𝑝𝑡𝑖𝑚𝑎𝑙  corresponds to the highest 

scoring sub-network 𝑆 according to Formula 1 and provides a trade-off between 

selecting the least number of edges and linking as many as possible genes from the 

gene list.  

𝑂(𝑆) =  ∑ 𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌) | 𝑆) − 𝑥𝑐 ∗ |𝑆|𝐴 ∈ 𝐿,   𝑌= 𝐿\𝐴   (Formula 1) 

where 𝑥𝑐  is a constant cost factor. The last term imposes the sparsity of the inferred 

sub-network by penalizing linearly the sub-network size in number of edges with a 

factor 𝑥𝑐. The first term assesses how well the genes from the list are connected in 

the inferred sub-network. As mentioned earlier,𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌) | 𝐹) is the probability 

that gene 𝐴 is connected to any gene 𝑌 from the gene list in the probabilistic network 

𝐹. When selecting a sub-network 𝑆, this probability changes to 𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌) | 𝑆) as 

paths from 𝐹 can become invalid in 𝑆, this because the sub-network contains less 

edges than the probabilistic network. Based on the score 𝑂(𝑆) we can score each 

possible sub-network selected from the probabilistic network to infer 𝑆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 . 

Inferring the probability 𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌)|𝑆) is an NP-hard problem, that  it is 

computationally hard to compute this exactly. Therefore, PheNetic approximates 

𝑃(𝑝𝑎𝑡ℎ(𝐴, 𝑌)|𝑆) by rather than enumerating all paths that connect 𝐴 to 𝑌, restricting 

the number of valid paths to the k-best or k-most likely paths between gene 𝐴 and 

any other gene 𝑌 from the gene list 𝐿 in the complete probabilistic network (21). 

Knowledge compilation converts the approximation from the probabilistic network 

into a computationally tractable form (22). To obtain 𝑆𝑜𝑝𝑡𝑖𝑚𝑎𝑙  a greedy hill climbing 

optimization is performed (7,23).  

INPUT  

The input required by the web service consists of an interaction network of the 

organism under study, the differential expression data and a gene list.  

Interaction network 

The interaction network is a comprehensive representation of all current 

interactomics knowledge on the organism of interest (4). Networks are represented 

as mixed graphs 𝐺(𝑁, 𝐸) where nodes 𝑁 correspond to biological entities (e.g. 

protein, RNA, gene, …) and edges 𝐸 correspond to the interactions between the nodes 

(6,24). Every edge is assigned an edge type, indicating the molecular layer to which 

the interaction represented by the edge belongs to (e.g protein-DNA interactions, 

protein-protein, …). Depending on its type and provided the proper information is 

available, an edge will be directed (e.g. protein-DNA interactions, sRNA, 
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phosphorylation, …) or undirected (protein-protein interactions, undirected 

metabolic interactions, …). 

The web service provides interaction networks for a large number of organisms. The 

provided interaction networks either correspond to manually curated networks used 

in previous publications (7,8) or to networks derived from the String database (25). 

Note that users can also upload their own networks without any constraint on the 

interaction types or network structure. 

Differential expression data set  

To construct the probabilistic network 𝐹 from the genome wide interaction network 

𝑁, each edge is assigned a value that reflects how likely the start node and end node 

of the edge are (in)activated in the specific experimental condition given the 

differential expression data. 

To this end, per node the probability that an expression value at least as extreme as 

the one associated with that node would be observed by chance is calculated given 

the null hypothesis that the gene which corresponds to the node is not significantly 

differentially expressed, is true. Calculation is performed using a two-tailed p-test 

assuming that the log fold changes follow a normal distribution 𝑁(𝜇, 𝜎). By calculating 

the standard normal distribution 𝑁(0,1) of this normal distribution, the probability 

can be calculated for any differential expression value 𝐷𝑔𝑒𝑛𝑒  using Formula 2 in which 

𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙  corresponds to 𝐷𝑔𝑒𝑛𝑒  mapped to 𝑁(0,1). 

𝑃𝑔𝑒𝑛𝑒 =

{
𝑃(𝑋 > 𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙) + 𝑃(𝑋 < −𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙) 𝑖𝑓 𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙 > 0

𝑃(𝑋 < 𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙) + 𝑃(𝑋 > −𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙) 𝑖𝑓 𝐷𝑔𝑒𝑛𝑒,𝑠𝑡𝑑𝑛𝑜𝑟𝑚𝑎𝑙 < 0
 𝑔𝑖𝑣𝑒𝑛 𝑁(0,1)  

(Formula 2) 

As we are interested in giving high scores to genes which have high differential 

expression values, 1-𝑃𝑔𝑒𝑛𝑒  will be used to score each gene. Using the cumulative 

normal distribution 𝛷(𝜇, 𝜎) this can be simplified as shown in Formula 3. If no 

differential expression measurement for a specific gene is available, 𝑆𝑐𝑜𝑟𝑒𝑔𝑒𝑛𝑒  is set 

to 0.5.  

𝑆𝑐𝑜𝑟𝑒𝑔𝑒𝑛𝑒  = 𝑎𝑏𝑠(1 −  2 ∗ 𝛷(𝜇,𝜎)(𝐷𝑔𝑒𝑛𝑒)) (Formula 3) 
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Figure 5-1 – Overview of PheNetic, a web service for network-based interpretation of ‘omics’ data. The web 

service uses as input a genome wide interaction network for the organism of interest, a user generated 

molecular profiling data set and a gene list derived from this data. Interaction networks for a wide variety 

of organisms are readily available from the web server. Using the uploaded user-generated molecular data 

the interaction network is converted into a probabilistic network: edges receive a probability proportional 

to the levels measured for the terminal nodes in the molecular profiling data set. This probabilistic 

interaction network is used to infer the sub-network that best links the genes from the gene list. The 

inferred sub-network provides a trade-off between linking as many genes as possible from the gene list and 

selecting the least number of edges.  
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Figure 5-2 – Conceptual representation of the sub-network inference by PheNetic. The colors of the edges 

indicate the different types of interactions with green referring to protein-protein, red to protein-DNA and 

orange to metabolic interactions. Arrows indicate the direction of the interaction. PheNetic will infer the 

sub-network from the interaction network that best connects the genes from a gene list (A, grey box), given 

the differential expression data. PheNetic can be used in two different run modes: the upstream run mode 

(B top) and the downstream run mode (B, bottom). To infer the upstream regulatory sub-network (C, top), 

paths (thick black arrow) between the genes of the gene list should first run upstream, against the natural 

direction of the interaction network, and then run downstream, following the natural direction of the 

interaction network. In addition to this, both the terminal edges of the path have to be regulatory 

interactions (e.g. DNA-Protein, sRNA, …). To infer the activated downstream pathways (C, bottom), paths 

between the genes of the gene list run downstream, hereby following the natural direction of the network. 

By selecting the smallest sub-network that best connects the genes from the gene list given the specific run 

mode, PheNetic is able to select the regulatory mechanisms responsible for the observed expression (D, 

top) or on the pathways/protein complexes that are differentially expressed or that result in the observed 

differential expression (D, bottom).  
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These scores are subsequently used to define a measure for the probability that an 

edge is involved in a certain condition as the product of the scores of the genes at 

both ends of the interaction (Formula 4). 

𝑃𝑒𝑑𝑔𝑒  = 𝑆𝑐𝑜𝑟𝑒𝑒𝑑𝑔𝑒_𝑠𝑡𝑎𝑟𝑡 ∗ 𝑆𝑐𝑜𝑟𝑒𝑒𝑑𝑔𝑒_𝑒𝑛𝑑 (Formula 4) 

In terms of probabilistic networks 𝑃𝑒𝑑𝑔𝑒  denotes the probability that the edge is 

present, which also explains why the probability of a path is the product of the 

probability of the edges along that path. 

We illustrate the effect of the probability calculation based on the sample data 

provided on the website. The log folds of the sample data have a mean of -0.036 and 

a standard deviation of 1.255. As an example the value for the edge between nhaA, 

with 𝐷𝑛ℎ𝑎𝐴 equal to -2.80, and nhaR, with 𝐷𝑛ℎ𝑎𝑅  equal to -2.00, is determined. As 

𝛷(𝜇,𝜎)(𝐷𝑛ℎ𝑎𝐴) is equal to 0.01 and 𝛷(𝜇,𝜎)(𝐷𝑛ℎ𝑎𝑅) is equal to 0.05, the 𝑆𝑐𝑜𝑟𝑒𝑛ℎ𝑎𝐴is 

equal to 0.98 and the 𝑆𝑐𝑜𝑟𝑒𝑛ℎ𝑎𝑅  is equal to 0.9 allowing to calculate 𝑃𝑒𝑑𝑔𝑒  equaling 

0.88. This same exercise is performed for the edge between recA, with 𝐷𝑟𝑒𝑐𝐴 equal to 

0.55, and narG, with 𝐷𝑛𝑎𝑟𝐺  equal to 5.17. Then 𝛷(𝜇,𝜎)(𝐷𝑟𝑒𝑐𝐴) is equal to 0.60 and 

𝛷(𝜇,𝜎)(𝐷𝑛𝑎𝑟𝐺) is equal to 0.999 which means 𝑆𝑐𝑜𝑟𝑒𝑟𝑒𝑐𝐴  equals 0.2 and 𝑆𝑐𝑜𝑟𝑒𝑛𝑎𝑟𝐺  

equals 0.998 resulting in 𝑃𝑒𝑑𝑔𝑒  equaling 0.199. This indicates that the edge between 

nhaA and nhaR receives a higher 𝑃𝑒𝑑𝑔𝑒   as both genes are clearly differentially 

expressed compared to the edge between recA and narG as recA only is slightly 

differentially expressed. 

Gene list 

PheNetic will infer the sub-network from the interaction network that best connects 

the genes from a gene list, given the differential expression data. The most 

straightforward way of defining a gene list is to select from the differential expression 

data set the most differentially expressed genes based on log fold changes and/or p-

values. However, the user is free to provide any list of genes. E.g. a list of genes filtered 

based on criteria different than those offered by the web service and/or a list of genes 

for which the user wants to know whether they are related to the pathways triggered 

by the differential expression data set but that are not necessarily differentially 

measured themselves.  

Parameters 

When starting an analysis the user has to specify the run mode. Two run modes are 

available, namely the upstream mode, to infer the gene regulatory network acting 

upstream of the expression response and, the downstream mode to infer the 

(in)activated pathways. Additionally, the user has to specify the cost (see Formula 1). 
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Decreasing the cost increases the size of the inferred sub-network and vice versa. By 

stepwise decreasing the cost, the user will find an ordered series of sub-networks 

starting with the smallest sub-network containing the least number of edges that best 

link the genes in the gene list and then gradually obtaining larger networks. 

Additionally the user can change more advanced parameters such as the path length 

and the k-best paths. The path length specifies the length of the ‘paths’ or 

‘explanations’ that connect the genes from the gene list through the interaction 

network. The range of the path length is fixed between 2 to 5 interactions, based on 

both biological (26-28) and computational considerations. By default the path length 

is set to 4 based on the results of the original PheNetic publication (7). The ‘k-best 

paths’ parameter indicates how many of the most likely paths between gene 𝐴 and 

any gene 𝑌 from the gene list PheNetic should use to approximate the probability of 

connectedness between 𝐴 and 𝑌. The selection of the k-best paths and their 

probability defines the size of the search space from which the most optimal sub-

network will be computed. Higher values for k means sampling a larger search space 

and a potentially more optimal selected sub-network, but this comes at the expense 

of longer running times. The parameter can be set between 5 and 50.  
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OUTPUT 

On job completion the inferred sub-network can easily be displayed by loading the 

results in the visualization module (Figure 5-3). An interactive network is visualized in 

the browser which shows the biological entities and their interactions. The differential 

expression levels are represented by the color of the nodes where green refers to 

under- and red to over-expression. The color of an edge indicates the interaction type 

and the arrow, if applicable, indicates the direction of the edge. The visualization 

module allows users to further annotate and explore the inferred sub-network by 

providing the possibility to upload standard gene names and to perform a GO 

enrichment test. To perform gene enrichments, the user has to upload an annotation 

file in the format as defined by Gene Ontology (29). Genes associated with each of the 

enriched GO terms will be highlighted in the visualized sub-network, upon clicking the 

corresponding enriched term. This allows the user to quickly identify clusters of similar 

functionality in the sub-network. To capture the annotated sub-network, snapshots 

can be taken inside the browser. Inferred sub-networks can be downloaded in 

multiple formats, compatible with other network visualization tools such as the SIF 

format for Cytoscape (Shannon et al., 2003).  

  

Figure 5-3 – Representative result of PheNetic on the test data set, measuring the differential expression 

behavior of E. coli cells subjected to Ampicillin. (A) Upstream run mode. This mode recovers the regulatory 

mechanism identifying regulators potentiating the observed differential expression ,such as the pleiotropic 

global regulator Fis, the respiratory regulators FNR and NsrR, the regulator of iron homeostasis Fur, the 

stationary phase sigma factor rpoH and the ROS mediated response regulators OxyS/RpoE (B) Downstream 

run mode. This mode recovers differentially activated/repressed pathways such as the nitrate metabolism, 

iron ion homeostasis, and anaerobic respiration. In the network visualization, the level of differential 

expression of the nodes is indicated by red and green for respectively over and under-expression. The more 

intense the color, the higher the level of differential expression. The color of the edge indicates the 

interaction type. If an interaction is directed according to its original interaction source, this is indicated by 

an arrow.  
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USE CASE 

To illustrate a typical workflow, an example analysis on a publicly available data set 

was performed (Gene Expression Omnibus, GSE56133), measuring in E. coli the effect 

of ampicillin on expression behavior (30). The example data can be loaded in the web 

service by clicking the load example buttons or can be downloaded from the help 

pages. The gene list is generated by selecting the genes with a log fold change above 

1.5 in combination with a corrected p-value below 0.05.  

First, PheNetic was used to infer the upstream regulatory program (Figure 5-3,A), 

driving the observed differential expression. To this end, the upstream run mode is 

selected in combination with default parameter settings. The analysis connects 544 

genes on an interaction network containing more than 18731 interactions in under a 

minute. Zooming in on the resulting sub-network reveals the inferred regulatory 

program which contains the pleiotropic global regulator Fis, the respiratory regulators 

FNR and NsrR, involved in respectively anaerobiosis and cell protection against nitric 

oxide (NO), Fur known to be involved in iron homeostasis, rpoH responsible for 

stationary phase response and finally OxyS/RpoE involved in an ROS mediated 

response. These observations correspond to the biology of the experiment, which 

hypotheses that ‘addition of antibiotics’ interferes with the bacterial physiology 

through the generation of reactive oxygen species that are known to induce 

pleiotropic effects by means of general stress response regulators (Fur, rpoH-rpoE , 

oxyS) (30). Although an antibiotic mediated induction of rpoH and FNR cannot be 

excluded the presence of these regulators in the sub-network could also be related to 

the general physiological state of the cells (stationary phase transition towards micro-

aerobiosis). These results illustrate how the resulting sub-network can help prioritizing 

plausible regulators of the observed molecular phenotype. Moreover, many of the 

regulatory genes that do not themselves display high levels of differential expression 

can be recovered in the inferred sub-network because of their connectedness with 

significantly differentially expressed genes (e.g. FNR, cysB, Fur and rpoE).  

To identify the pathways triggered by the differentially expressed genes, we run 

PheNetic in the ‘downstream’ run mode, in combination with default parameter 

settings. Figure 5-3,B shows how the resulting sub-network is different from the one 

selected with the upstream run mode. In contrast to the latter one which is sparser 

and more focused on regulators linked to the differentially expressed genes, the 

network identified with the downstream run mode consists of strongly connected 

components and ‘linear’ pathways. These components mostly contain genes with 

similar functionalities or involved in the same pathways that are together 

differentially up or down regulated. From these results it is possible to identify 

activated pathways/protein complexes associated with mechanisms such as 
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anaerobic respiration, iron homeostasis, carbohydrate metabolism, … with the help 

of the provided enrichment tool. 

CONCLUSION 

Viewing in house generated gene lists in the light of the growing amount of 

interactomics knowledge will become mandatory: integrating one’s own experimental 

results with these complementary resources allows for a more robust analysis and a 

more global view on the molecular mechanism. Web servers such as Responsenet2.0 

(19), SteinerNet (17) and PheNetic anticipate on this increasing need for integrative 

analysis by providing non-expert users access to non-trivial sub-network inference 

methods and allowing them to view their own in-house data in the light of current 

interactomics knowledge. PheNetic provides an automated flow in which an uploaded 

gene list is interpreted using precompiled interactomics networks. Depending on the 

run mode, users can focus on extracting the sub-network from the interaction 

network that drives (upstream regulatory analysis) or is reflected by the observed 

expression phenotype (downstream analysis). 

The main difference between PheNetic and the already available web servers 

ResponseNet and SteinerNet is the underlying algorithmic approach which 

determines the particularities of the selected sub-networks as well as their intended 

applications. ResponseNet is a flow based algorithm that infers the subnetwork that 

best connects sources to targets over the interaction network. This type of analysis 

makes ResponseNet suitable for analyzing cause-effect data such as the analysis of 

knock-out screenings in combination with transcriptomics data. SteinerNet infers 

Steiner trees, or minimum spanning trees that connect sets of genes in the most 

optimal way over the interaction network. As this method selects a tree structure 

from the interaction network, sub-networks selected by SteinerNet cannot contain 

parallel paths between the selected genes, in contrast to the sub-networks detected 

by PheNetic. 

All three web servers interpret in-house data using interaction networks: SteinerNet 

and PheNetic can be used to interpret differential expression data and ResponseNet 

to interpret cause effect data. The web servers provide modules to visualize and 

interpret the obtained sub-networks in an interactive environment. The SteinerNet 

interface provides the data to be downloaded and analyzed in network tools such as 

Cytoscape, whereas the interface of ResponseNet allows for a more elaborate analysis 

providing the editing of the selected network and an exploratory analysis of the genes 

selected in the resulting sub-network. Both web servers focus on analyzing data from 

human, other vertebrate model organisms and yeast, providing networks for those 

organisms only. PheNetic specifically focuses on the analysis of expression profiling 
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experiments, hereby providing networks for a wide variety of organisms, with a focus 

on micro-organisms (bacteria and yeast). As it is non-trivial in the context of sub-

network inference to statistically assess the significance of the predictions, the 

available web servers provide summarizing statistics and/or GO enrichment analysis 

of the inferred sub-networks as additional validation steps.  
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Chapter 6 

PheNetic – eQTL analysis 

6.1   Introduction 
Experimental evolution experiments induce a selection on an organism to adapt to an 

external stress, e.g. the presence of a toxic substance, limitation of nutrients, … . This 

type of experiments is popular in determining how organisms alter their phenotypes 

by acquiring genetic mutations that induce an improved fitness to the external stress. 

In microbiology, organisms with increased fitness can be studied by determining on 

the one hand the mutations acquired in the genome and on the other hand the 

alterations in the expression profile, i.e. the expression phenotype. Interpretation of 

these results is not trivial as it mostly requires the analysis of multiple genetic and 

transcriptomics data set of parallel evolved organisms. In addition to this, the actual 

mutations increasing the fitness do not have to be identical but they can occur at 

different locations in biological pathways inducing the same or a similar effect. 

Therefore interpreting this large amount of data allows for determining the molecular 

mechanism that drives the phenotype with increased fitness in tandem with assessing 

the connectedness of the mutations to this molecular phenotype. This connectedness 

prioritizes the potential role of these mutations in the increased fitness. This chapter 

is a submitted article where a new application using the mechanism behind PheNetic 

is proposed to solve this type of analysis. 

The work of selecting the different biological data sets, constructing the semi-

synthetic data sets, interpreting the results of the semi-synthetic data set, and 

adapting and improving PheNetic for this setup was part of this thesis. This work was 

publication was published as De Maeyer, D., Weytjens, B., De Raedt, L., & Marchal, K. 

Network-based analysis of eQTL data to prioritize driver mutations. Molecular biology 

and evolution. 
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Abstract 

In clonal systems, interpreting driver genes in terms of molecular networks helps 

understanding how these drivers elicit an adaptive phenotype. Obtaining such a 

network-based understanding depends on the correct identification of driver genes. 

In clonal systems, independent evolved lines can acquire a similar adaptive phenotype 

by affecting the same molecular pathways, a phenomenon referred to as parallelism 

at the molecular pathway level. This implies that successful driver identification 

depends on interpreting mutated genes in terms of molecular networks. Driver 

identification and obtaining a network-based understanding of the adaptive 

phenotype are thus confounded problems that ideally should be solved 

simultaneously. 

In this study, a network-based eQTL method is presented that solves both the driver 

identification and the network-based interpretation problem. As input the method 

uses coupled genotype-expression phenotype data (eQTL data) of independently 

evolved lines with similar adaptive phenotypes and an organism-specific genome-

wide interaction network. The search for mutational consistency at pathway level is 

defined as a subnetwork inference problem, which consists of inferring a subnetwork 

from the genome-wide interaction network that best connects the genes containing 

mutations to differentially expressed genes. Based on their connectivity with the 

differentially expressed genes, mutated genes are prioritized as driver genes. 

Based on semi-synthetic data and two publicly available data sets, we illustrate the 

potential of the network-based eQTL method to prioritize driver genes and to gain 

insights in the molecular mechanisms underlying an adaptive phenotype. 
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Introduction 

Because of their short generation times, large population sizes and quasi clonal 

behavior, experimental evolution of micro-organisms offers great potential for trait 

selection and testing evolutionary theory (Dettman et al., 2012; Kawecki et al., 2012). 

Evolution experiments start from a single clone propagated for many generations 

under a predefined conditional set up, defined as the selection regime. As the 

organisms propagate they gradually accumulate genetic variation (SNP’s, INDELs, 

etc.). Some of this variation will cause a clonal fitness increase and a concomitant 

selective sweep, which ultimately increases population fitness. The acquired genetic 

variation can be identified in the evolved lines of the population through sequencing. 

Genes containing mutations that are fixed in the population, that reach a high 

frequency in the population, or of which the origin coincides with an increase in fitness 

(Herron & Doebeli, 2013; Hong & Gresham, 2014; Kvitek & Sherlock, 2013) are 

pinpointed as likely drivers, where a driver in this context is defined as any gene 

carrying adaptive mutations, that in isolation or in combination with other drivers can 

elict a fitness increase and concomittant clonal expansion.  

In most evolution studies however, a mechanistic understanding of how the selected 

driver mutations elicit the adaptive phenotype is still lacking. Such a mechanistic 

interpretation depends on correctly identifying and interpreting driver genes in terms 

of the genome-wide interaction network of the organism of interest in order to find 

the molecular pathways that drive the observed adaptive phenotype. The 

identification of the driver genes is in itself not trivial because during a selection 

sweep, passenger mutations, i.e. mutations that do not contribute to the phenotype, 

are likely to hitchhike to fixation along with driver mutations (Barrick & Lenski, 2013). 

Furthermore, because under strong selection pressures hyper mutators frequently 

arise (Foster, 2007; Wielgoss et al., 2013), the ratio of driver genes to passenger genes 

can become low, further complicating the identification of driver genes.  

To identify driver genes, one can exploit parallelism of mutations at the 

gene/nucleotide level. Genes observed to be recurrently mutated in independently 

evolved lines with a similar phenotype are more likely to be drivers (Hong & Gresham, 

2014; Tenaillon et al., 2012). However, independently evolved lines can also acquire 

similar adaptive phenotypes by mutations in different genes that affect the same 

molecular pathways (Hong & Gresham, 2014; Kvitek & Sherlock, 2013; Tenaillon et al., 

2012), rather than by sharing exactly the same mutations or mutated genes. 

Identifying driver genes underlying an observed phenotype thus requires identifying 

mutational parallelism between independently evolved lines at the molecular 

pathway level (Ding et al., 2014; Lang & Desai, 2014; Lin et al., 2007; Wood et al., 

2007). In other words, driver gene identification and acquiring a network-based 
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understanding of the adaptive phenotype are confounded problems that have to be 

solved simultaneously. 

In this study, we illustrate how a network-based method in combination with 
coupled genotype-expression phenotype data (eQTL data) of parallel evolved lines can 

aid in simultaneously prioritizing driver genes and providing a network-based 

interpretation of the molecular mechanisms underlying the evolved adaptive traits. 

To this purpose the network-based eQTL method uses an organism-specific genome-

wide interaction network, compiled from publicly available interactomics data (Cloots 

& Marchal, 2011; Sánchez-Rodríguez et al., 2013) to drive the search for mutational 

consistency at the pathway level. 

 

 

 

 

 

 

 

Figure 6-1 (opposite page) - Overview of the network-based eQTL analysis method. The input of the method 

consists of coupled genotype and expression phenotype data for a set of focal end points with the same 

phenotype and a genome-wide interaction network. Red and green indicate respectively over- and 

underexpression with respect to a reference. Genes that are considered to be significantly differentially 

expressed according to a test statistic, are indicated by a specific symbol as displayed on the figure legend. 

Mutated driver and passenger genes are indicated with two different symbols as displayed on the legend. 

The numbering of each mutated gene indicates the focal end point in which this mutated gene occurred.  

A. Construction of the end point specific probabilistic subnetworks: for each focal end point the genome-

wide interaction network is converted into a probabilistic subnetwork by assigning to each edge in the 

genome-wide interaction network a weight that is interpreted as the probability that the edge has an 

influence on the assessed phenotype. These weights depend on the level of differential expression of the 

terminal node of an edge. Genes that are more differentially expressed (darker red/green) will give rise to 

higher weights on the edges (indicated by the width of the edge). B. Path finding in each of the probabilistic 

subnetworks. The mutated and significantly differentially expressed genes occurring in each of the focal 

end points are mapped to the corresponding end point specific probabilistic subnetworks. For each 

significantly differentially expressed gene all possible paths from this gene to all mutated genes in the same 

end point are searched for (paths are shown as black curves). C. Optimal subnetwork selection. 

Optimization is performed by integrating the paths found in all end point specific probabilistic networks 

according to a predefined cost function that positively scores the addition of paths connecting mutated 

differentially expressed gene pairs observed in any of the end points, but that penalizes the addition of 

edges. As a result, paths that are strongly connected to the expression phenotype and that overlap with 

each other are selected as the optimal subnetwork. 
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By generating a semi-synthetic experimental evolution benchmark, the ability of the 

method to prioritize driver genes is demonstrated. To illustrate the performance of 

both driver gene prioritization and network-based interpretation of the data in a real 

setting, the method is applied to eQTL data obtained from two previously described 

evolution experiments in Escherichia coli. The first data set aims at identifying the 

adaptive pathways that gave rise to improved Amikacin resistance in four 

independently evolved lines (Suzuki et al., 2014). The second data set focuses on 

unveiling the molecular interactions between two distinct ecotypes that evolved from 

a common ancestor in the long term evolution experiment of Lenski et al. (Plucain et 

al., 2014). For both data sets the method prioritizes driver genes that contribute to 

the adaptive phenotypes and unveils their molecular modes of action. 

New Approaches 

A network-based eQTL method was devised to simultaneously prioritize driver genes 

and unveil molecular pathways involved in the adaptive phenotype. As input the 

method requires a genome-wide interaction network of the organism of interest and 

coupled genotype-expression phenotype (eQTL) data for a set of independently 

evolved lines (strains/populations) with similar phenotypes (see Figure 1). The 

expression phenotype is defined as the level of differential expression of every gene 

between an evolved line and a reference. 

To prioritize driver genes, all genes from the end points carrying allelic variants 

(hereafter referred to as mutated genes) will be assessed for their ability to explain 

the adaptive expression phenotype. Hereto the method infers from the genome-wide 

interaction network the subnetwork that best connects the mutated genes in each of 

the evolved lines to the set of significantly differentially expressed genes in the 

corresponding evolved lines, assuming that 1) the expression phenotype is at least 

partially a consequence of the driver mutations and 2) the adaptive molecular 

pathways, but not necessarily the driver genes, are to some extent similar, resulting 

in parallelism at the molecular pathway level. 

An overview of the proposed network-based eQTL method is given in Figure 6.1. The 

method consists of three steps (see Materials and Methods). In a first step (Fig 6.1 – 

A) the genome-wide interaction network is for each evolved line separately converted 

into a condition-specific probabilistic network using the expression data of the 

corresponding evolved line. These condition-specific probabilistic networks are 

subsequently, in a second step (Fig 6.1 – B), used to find all paths between mutated 

and significantly differentially expressed genes for each evolved line separately. A 

path is here defined as a sequence of consecutive edges in the genome-wide 

interaction network. These paths represent possible molecular mechanisms by which 

mutations could induce the observed pattern of differential expression. In the third 
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step (Fig 6.1 – C) all these paths are analyzed together to find the optimal subnetwork, 

which aims at selecting the subnetwork of the genome-wide interaction network that 

captures the molecular mechanisms that drive the adaptive phenotype common to all 

evolved lines. The optimization enforces the selected subnetwork to have two 

properties.  First, it selects the subnetwork that contains the most likely paths that 

explain the connection between the mutated and differential expressed genes. 

Second, it enforces the network to contain parallel molecular pathways between the 

different evolved lines. The optimal subnetwork thus contains the molecular 

mechanisms likely to drive adaptation. Possible driver mutations which occur in the 

optimal subnetwork are prioritized based on the strength of their connectivity with 

downstream effects and their involvement in parallel molecular pathways (see 

Materials and Methods). 

Results 

Performance of network-based eQTL method on a semi-synthetic data set 

To assess the performance of prioritizing causal mutations by the network-based eQTL 

method, a semi-synthetic benchmark data set was constructed based on a previously 

published knock-out expression profiling experiment (Stincone et al., 2011). This study 

assesses differential expression profiles between 20 knock-out strains with altered 

fitness in acidic conditions and the wild type E. coli K-12 strain. To mimic the eQTL set 

up, each of the knocked out genes was considered a “driver gene” and the presence 

of passenger genes was simulated by adding a number of randomly selected genes to 

each knock-out data set (see Material and Methods). Differential expression profiles 

between each knock-out strain and the wild type were derived from the original 

publication data (see Materials and Methods). The performance of the network-based 

eQTL method was measured in terms of correctly distinguishing driver from passenger 

genes. 

The main parameter of the method is the edge cost, i.e. the cost for selecting an edge 

in the inferred subnetwork (see Materials and Methods). As a lower amount of 

mutated genes will be selected using a higher edge cost, mutated genes can be 

prioritized by the maximum edge cost for which they are selected. This allows 

assigning a rank for every selected mutated gene based on the maximum edge cost. 

This prioritization is motivated by the fact that mutations which are selected at high 

edge costs need to be better connected to the expression and/or have a higher degree 

of parallelism with other mutations than mutations which are selected at lower edge 

costs. This reasoning was tested by analyzing the semi-synthetic data set for a wide 

range of edge costs (see Materials and Methods for specific parameter settings). As 

can be seen in Figure 6.2, the positive predictive value (PPV) is high for low ranks and 

decreases for higher ranks, meaning mutated genes having low ranks are likely to be 
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driver genes. Furthermore the sensitivity clearly increases with increasing rank, 

leading to a trade-off between selecting few passenger mutations and selecting many 

driver mutations  

 

Figure 2 – Performance assessment of the network-based eQTL method on the semi-synthetic data set. 

Data of all selected mutated genes at specific ranks are presented as Tukey boxplots. Note that multiple 

mutated genes can have identical ranks as ranks are assigned based on the maximal edge cost for which a 

mutation is present within the subnetwork and thus multiple mutated genes can have identical maximal 

edge costs for which they are present within the subnetwork. The lower plot shows the positive predictive 

value (PPV, fraction of the selected mutations which are true positives, i.e. driver mutations) in terms of 

the ranks of the selected mutations. It can be seen that low ranks have higher PPV values. Note that at rank 

1 the variance is high. This is because inferred subnetworks for rank 1 are small, and therefore more prone 

to random effects. i.e. the selection of one additional false positive in a particular random set largely affects 

the PPV. Solutions are clearly less variable from rank 2 onwards. The top plot shows the sensitivity (fraction 

of all possible true positives selected) in terms of the ranks of the selected mutations. Sensitivity increases 

with rank, implying a trade-off between PPV and sensitivity. 
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Figure 6.3 - Visualization of subnetworks inferred from the Amikacin resistance data set based on data from 

100 randomizations. The visualization was created by merging separate inferred subnetworks resulting 

from a parameter sweep of the edge cost from 0.25 to 1.75. The width of the edge displays the stringency 

at with the edge was selected (the wider the edge the more stringent the condition. More Stringent 

conditions correspond to higher edge costs).  Node borders are subdivided into four parts in order to 

visualize in which line a mutation occurred (evolved lines compared to ancestral line). The inner color of 

the nodes is also subdivided into four parts where each part represents the degree of differential expression 

in the corresponding line. The colors of the edges represent the edge types. 
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Figure 6.4 - Visualization of subnetworks inferred from the coexisting ecotypes data set. The visualization 

was created by merging separately inferred subnetworks resulting from a parameter sweep of the edge 

cost from 0.025 to 0.975. The width of the edges represents the maximal mutation cost for which these 

edges were selected. The width of the edge displays the stringency at with the edge was selected (the wider 

the edge the more stringent the condition. More Stringent conditions correspond to higher edge costs). 

Node borders are subdivided into two parts in order to visualize in which strain a mutation occurred. The 

inner color of the nodes represents the degree of differential expression (L ecotype compared to S ecotype). 

The colors of the edges represent the edge types.  
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Unveiling the molecular mechanisms underlying Amikacin resistance 

We applied the eQTL analysis on the eQTL data set from the study of Suzuki et al. 

(Suzuki et al., 2014). In this study four independent E.coli MDS 42 lines were grown in 

the presence of the aminoglycoside antibiotic until all four strains attained increased 

Amikacin resistance compared to the parental strains. 

The network-based eQTL method was applied using the genome-wide interaction 

network of E.coli MDS 42 and the data of the 4 parallel evolved strains (see Materials 

and Methods). Out of 41 mutated genes, PheNetic prioritized 12 as potential drivers 

based on their association with the expression data (Table 6.1). The inferred adaptive 

pathways containing those prioritized genes are visualized in Figure 6.3.  

One very plausible driver mutation is fusA, encoding the elongation factor G which is 

consistently carrying a missense mutation in all 4 strains (mutational consistency at 

gene level). Mutations in the fusA ortholog have previously been found to confer 

aminoglycoside resistance in Staphylococcus aureus (Norstrom et al., 2007). 

Prioritized genes that are also plausible candidate drivers are those that are 

consistently mutated at pathway level. Examples of those are the highly prioritized 

genes cyoB, nuoG, nuoN and nuoC, affected in lines 2 and/or 4 by nonsense or 

frameshift mutations. These genes are members of the electron transport chain which 

are known to down regulate the protein complexes to which they belong (NADH 

dehydrogenase or terminal oxidase) implying an involvement of the electron 

transport chain in the adaptive phenotype. cpxA is another likely driver as it shows 

mutational consistency at gene level in two lines (lines 1 and 3).  cpxA is a sensor kinase 

that is known to regulate the cpx response in conjunction with the transcription factor 

cpxR. The mutations in cpxA seem to result in lines 1 and 3 in an activation of the cpx 

response with the targets of cpxR being overexpressed compared to the ancestral 

strain. This increased cpx response has previously been found to have an effect on the 

electron transfer chain (Raivio et al., 2013).  

These results are consistent with what is described in the original paper of Suzuki et 

al. (Suzuki et al., 2014) and are in line with the knowledge that Amikacin uptake is 

dependent on proton-motive force (Allison et al., 2011). Our results confirm these 

previous findings although the different lines seem to be triggered through two 

different molecular systems, either by directly affecting the electron transfer chain or 

through mutations in cpxA. 

In addition to genes associated with the proton motive force, the method prioritizes 

additional genes, such as rseA explain a large part of the expression phenotype and 

therefore receive a high rank. However, as a mutation in the anti-sigma factor which 

inhibits rpoE leads to large effects on the expression phenotype and other 
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independently evolved lines do not show effects in molecular pathways associated 

with rseA or rpoE, we would need more data to completely rule out the rseA mutation 

in line 4 being a false positive.  

Table 6.1 – Selected mutated genes prioritized as driver genes. 

 

 

Unveiling the molecular mechanisms of coexisting ecotypes in glucose-limited minimal 

medium 

A second test case consisted of transcriptomics data and genomics data, described 

respectively by Plucain et al. (Plucain et al., 2014) and Le Gac et al. (Le Gac et al., 2012). 

These data sets provide the molecular characterization at generation 6500 of Ara-2, 

one of the 12 populations that were evolved in the E. coli long term evolution 

experiment in glucose minimal medium (Barrick et al., 2009; Lenski et al., 1991). By 

this time the ancestral line had diverged into two distinct, stable ecotypes (Le Gac et 

al., 2012). Associated studies by Rozen et al. (Rozen & Lenski, 2000; Rozen et al., 2009; 

Rozen et al., 2005) showed that the L ecotype grows faster on glucose, but secretes 

byproducts that S can exploit, implying a cross-feeding mechanism between the L and 

S ecotypes that can explain their stable coexistence. 

Plucain et al. experimentally identified a minimal set of mutations. Two S-specific 

mutations in respectively arcA and gntR and one in spoT, shared by both the L and S 

strains that when reintroduced together in the ancestral strain were sufficient to 

mimic the evolved S ecotype in  invading and stably coexisting with the L ecotype. 

However, the fitness level of this reconstructed S ecotype was lower than the fitness 
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level of the evolved S ecotype (Plucain et al., 2014), suggesting that additional 

mutations play a role in establishing the phenotype of the evolved S ecotype. Both the 

L and S ecotypes are hyper mutators and have accumulated a large number of 

mutations. Such setting complicates the identification of the correct driver genes. 

By applying the network-based eQTL method on this coupled genomics-

transcriptomics (eQTL) data (Le Gac et al., 2012; Plucain et al., 2014) (see Materials 

and Methods), we tested to what extent we could successfully prioritize the known 

important driver genes in a data-driven way and could identify missing drivers 

explaining the adaptive phenotype. The network-based eQTL method resulted in 

prioritizing 11 mutated genes out of 62 identified mutated genes (Table 1, Figure 3). 

Given the available data, we could only focus on identifying drivers that originated 

after the divergence between both ecotypes. Using this input data we were able to 

successfully prioritize the driver genes originally identified by Plucain et al., which are 

arcA and gntR, but not spoT as this mutation was present before the divergence of 

the two ecotypes. The selected subnetwork (Figure 6.3) shows that, consistent with 

the prioritized mutations in arcA and gntR, the TCA cycle and the Entner-Doudoroff 

pathway are up-regulated in S as compared to L.  Figure 6.3 shows how the S-specific 

mutation in gntR is responsible for the observed up regulation of the Entner-

Doudoroff pathway (gntT, gntK, edd, eda). As gntT is a gluconate transmembrane 

transporter protein, the inferred subnetwork provides an explanation of one of the 

previously described mechanisms of the cross-feeding phenotype (Rozen et al., 2005) 

in which the gluconate released by the L ecotype is metabolized by the S ecotype. The 

S-specific mutation in the arcA gene relates to the S-specific up regulation of the TCA 

cycle (gltA, fumC, sdhC, sdhD, sdhA, sdhB). ArcA was previously found to be 

repetitively mutated in strains of fast switching phenotypes (Luli & Strohl, 1990), 

meaning that the S ecotype could have a fast switching phenotype.Besides the already 

previously prioritized adaptive alleles, the method could prioritize several additional 

mutated genes.  

acs, carrying an S-specific mutation in a cis binding site element known to promote 

acs expression (Beatty et al., 2003) was prioritized. Consistently, the network shows 

how acs is highly up-regulated in the S-strain as compared to the L strain. acs is an 

extracellular acetate scavenger involved in the conversion of acetate to acetyl 

coenzyme which implies that, in addition to gluconate, acetate might also be (partly) 

responsible for the cross feeding phenotype between L and S. Acetate consumption 

has previously been linked to the origin of cross-feeding phenotypes in experimental 

evolution (Barrick & Lenski, 2013; Herron & Doebeli, 2013). 

Interestingly an intergenic mutation associated to dnaK in the S ecotype appears 

highly prioritized (Table 6.1). Overexpression of the gene dnaK, a heat shock 
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chaperone, has previously been found to mitigate the effect of deleterious mutations 

in hyper mutators (Maisnier-Patin et al., 2005). Although in our network this mutation 

does not lead to significantly higher expression levels of dnaK, the mutation could 

indirectly interfere with e.g. the stability of the mRNA and as such affect protein 

expression (Burgess, 2011), hereby protecting both hyper mutator strains. 

For the S ecotype the molecular mechanism involved in triggering the coexistence 

phenotype are clear, the mechanism of the L ecotype in the coexistence phenotype 

is, given the available data, less obvious. However, the uxuA and uxuB genes are more 

pronouncedly expressed in the L strain than in the S strain. Both genes are involved in 

catalyzing the reaction of D-fructuronate to 2-dehydro-3-deoxy-D-gluconate, which 

could play an important role in gluconate cross-feeding. 

Discussion 

Here we present a network-based eQTL method that exploits parallelism between 

independently evolved lines to search for mutational consistency at the molecular 

pathway level. Because the method searches for parallel molecular pathways 

between the different evolved lines, these identified driver mutations are likely to be 

adaptive. In the context of this paper this adaptive effect is different from directly 

affecting fitness as some of the adaptive mutations will elicit their effect on the 

phenotype only in the presence of additional adaptive mutations (epistasis).  

Key to the method is the use of the interaction network to guide the search. The 

method belongs to the class of subnetwork selection methods that have been used to 

interpret differential expression data on networks (Alexeyenko et al., 2012; Glaab et 

al., 2012; Ma et al., 2011), for gene prioritization (Hu et al., 2014; Verbeke et al., 2013) 

or for linking KO genes or genes from a genetic screen to an expression phenotype 

(Lan et al., 2011; O. Ourfali et al., 2007), but that have not yet been used to solve the 

combined problem of searching for molecular pathway consistency in independently 

evolved clones and driver gene identification. 

Several recent studies in cancer have shown how searching for mutational consistency 

at pathway level between independently evolved samples can aid in prioritizing 

drivers. These methods use genomic information as input and identify driver genes as 

genes carrying somatic mutations that are frequently mutated in different tumor 

samples and/or that are in each other’s neighborhood in a human genome-wide 

interaction network (Babaei et al., 2013; Hofree et al., 2013; Vandin et al., 2011; 

Verbeke et al., 2015) and/or that display patterns of mutual exclusivity over different 

tumor samples (Leiserson et al., 2013; Vandin et al., 2012). All of the abovementioned 

techniques rely mainly on genomic information and are applicable only when large 

numbers of independent samples are available (in a cancer setting often at least 1000 
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tumor samples are available (Cancer Genome Atlas Research et al., 2013). This in 

contrast to evolution experiments in micro-organisms which contain too few 

independently evolved samples (clones) to directly apply the abovementioned data-

driven methods that mainly rely on genotype data.  

Therefore, we combine molecular profiling data (expression data) with genomic data 

to increase the signal of mutational consistency at the molecular pathway level. This 

compensates partly for the number of evolved samples usually available in studies on 

microbial clonal systems. Because of the eQTL setting drivers that affect expression 

are more likely to be identified. Based on the few eQTL studies that have been 

performed it appears that at least in microbes adaptive mutations often result in a 

sometimes marginal but significant expression response compared to their 

(immediate) ancestor (Carroll & Marx, 2013; Rodriguez-Verdugo et al., 2015). 

Furthermore, In contrast to the statistical and diffusion based methods used in cancer 

research, we have developed a method that can more explicitly exploit prior 

information to drive the search for drivers. To that end our method relies on a 

probabilistic subnetwork selection technique that in a first pathfinding step uses an 

explicit path definition to find paths in a weighted (by expression data), probabilistic 

subnetwork. This allows integrating prior and/or condition specific data on the 

biological process of interest to steer the search towards specific parts of the genome-

wide interaction network by exploiting the directionality of the network to define 

biologically relevant paths and by assigning prior weights to the edges of the network 

that are likely to be active under the assessed conditions.  

The optimization function actively searches for overlap in the selected subnetworks 

allowing to detect mutational consistency at molecular pathway level, despite even a 

low number of independently evolved lines. The required overlap between paths can 

be tuned using the edge cost parameter. Driver mutations exhibit a high degree of 

mutational consistency at the molecular pathway level. Therefore, using a high edge 

cost, which forces the selection of subnetworks with a large overlap between paths 

over the different evolved lines, leads to fewer false positives amongst the identified 

driver mutations. On the semi-synthetic data set it was illustrated how a sweep on the 

edge cost parameter can be used to successfully prioritize the most likely candidate 

drivers. 

Using two biological data sets, the potential of applying the method on eQTL data for 

studying the molecular mechanisms underlying adaptive traits was illustrated. From a 

large number of potential mutations the method was able to select previously 

identified driver mutations. In addition to this, potential driver mutations could be 

identified and verified with literature. The potential of the method to distinguish 

passengers from driver mutations was also shown on mutator phenotypes, where a 
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large amount of passenger mutations are present but where the method was able to 

rank the previously identified driver genes as highly likely to be driver genes. 

It is important to note that even if few mutations are available, it is often not clear 

which of those are the drivers (as is illustrated in the case of the Amikacin resistance) 

and which are potentiating mutations. Microbial systems are not guaranteed to 

display mutational consistency at gene level, solely relying on mutational consistency 

of the same mutation in independent lines to identify drivers might fail. Because of 

this, the experimental identification of drivers is tedious as it requires reintroducing 

all possible individual driver mutations and, in case of complex phenotypes, their 

possible combinations in the ancestral strain (Barrick & Lenski, 2013). As illustrated 

with the biological test cases, the combination of an eQTL setting with the dedicated 

network-based approach allows to drastically reduce the list of possible driver genes. 

Using a dedicated network-based analysis to an eQTL data sets is key to better 

understanding basic concepts of microbial evolution. Experimental evolution has 

become an important experiment in wet-lab practice to study interesting phenotypes, 

e.g. the role of epistasis (Chou et al., 2011; Khan et al., 2011; Kvitek & Sherlock, 2011; 

Woods et al., 2011) or to understand the degree to which parallelism occurs (Herron 

& Doebeli, 2013; Khan et al., 2011; Kvitek & Sherlock, 2013; Tenaillon et al., 2012). 

Interpreting identified drivers in terms of the molecular interaction network can 

potentially contribute to a better understanding of why epistasis or parallelism occurs 

beyond the level of mutational consistency. An illustration of such parallelism was 

shown in the analysis of the Amikacin dataset, where based on only 4 independently 

evolved lines, the network method was able to identify two different mechanisms by 

which strains alter their proton motive force to lower Amikacin uptake. Each of these 

mechanisms was identified by exploiting parallelism at molecular pathway level. 

Interestingly both mechanisms, one involving direct mutations in the electron 

transport chain and one involving mutations in cpxA, appeared mutually exclusive i.e. 

strains had either mutations in their electron transfer chain or in cpxA but never 

simultaneously in both. This shows that the network-based eQTL method is not only 

able to successfully exploit parallelism, but also allows identifying convergent ways of 

evolution that lead to the same adaptive phenotype. 

In this study we presented a network based analysis method that exploits public 

interactomics knowledge to analyze eQTL data sets. The results of this method 

provide a simultaneous prioritization of driver mutations and an understanding of the 

adaptive phenotype at the molecular pathway level. This method exploits the 

potential of coupled genotype-expression data sets to study experimental evolution 

and bacterial trait selection in bacteria. 
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Materials and Methods 

Network-based eQTL method 

The eQTL analysis method is based on the probabilistic logical querying language 

ProbLog (De Raedt et al., 2007). To simultaneously prioritize driver genes and unveil 

adaptive molecular pathways, elicited by these driver mutations, the driver gene 

identification problem is reformulated as a decision theoretic subnetwork inference 

problem (Van den Broeck et al., 2010) over multiple probabilistic networks 𝑄𝑖 , derived 

from the genome-wide interaction network 𝐺. The method consists of three steps 

(Figure 1): 

1. Construction of probabilistic networks 

For each of the parallel evolved lines 𝑖 of an evolution experiment, the genome-wide 

directed interaction network 𝐺 is converted into a probabilistic network 𝑄𝑖  by 

assigning to each edge a weight that reflects the probability the edge is playing a role 

under the assessed condition, given the differential expression data as depicted in 

figure 1-A. To this end, per node the probability is calculated that an expression value 

at least as extreme as the one associated with that node would be observed by 

chance, given the null hypothesis that the expression value of the gene which 

corresponds to the node is not significantly differentially expressed, is true. 

Calculation is performed using a two-tailed p-test assuming that the log2 fold changes 

follow a normal distribution 𝑁(𝜇, 𝜎) (Feng et al., 2012; Pawitan et al., 2005). By 

standardizing this distribution to 𝑁(0,1) this probability can be calculated for any 

differential expression value 𝐷𝑔𝑒𝑛𝑒  using Formula 1 in which 𝑍𝑔𝑒𝑛𝑒  corresponds to the 

standard score associated with 𝐷𝑔𝑒𝑛𝑒. 

𝑃𝑔𝑒𝑛𝑒 = {
𝑃(𝑋 > 𝑍𝑔𝑒𝑛𝑒) + 𝑃(𝑋 < −𝑍𝑔𝑒𝑛𝑒)𝑖𝑓 𝑍𝑔𝑒𝑛𝑒 > 0

𝑃(𝑋 < 𝑍𝑔𝑒𝑛𝑒) + 𝑃(𝑋 > −𝑍𝑔𝑒𝑛𝑒)𝑖𝑓 𝑍𝑔𝑒𝑛𝑒 < 0
 𝐺𝑖𝑣𝑒𝑛 𝑁(0,1)    (Formula 1) 

As in the network-based eQTL method the edges, not the nodes, are weighted, the 

value 𝑃𝑔𝑒𝑛𝑒  is propagated to the edges that terminate in it. A high value for the 

probability that a specific edge is involved in a specific experimental condition is 

assigned to edges that terminate in highly differentially expressed genes. Therefore, 

1-𝑃𝑒𝑛𝑑 𝑔𝑒𝑛𝑒  will be assigned to all edges. Using the cumulative normal distribution of 

𝑁(𝜇, 𝜎) which is written as 𝛷(𝜇, 𝜎),  this can be simplified as shown in Formula 2. 

𝑃𝑒𝑑𝑔𝑒  = (|0.5 −  𝛷(𝜇,𝜎)(𝐷𝑒𝑛𝑑 𝑔𝑒𝑛𝑒)|) ∗  2   (Formula 2) 

where 𝐷𝑒𝑛𝑑 𝑔𝑒𝑛𝑒  is the differential expression data of the end gene of the interaction. 

If no differential expression data is available for 𝐷𝑒𝑛𝑑 𝑔𝑒𝑛𝑒, 𝑃𝑒𝑑𝑔𝑒   is set to 0.5. 

2. Pathfinding in probabilistic networks 
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Each probabilistic network 𝑄𝑖  allows for determining the probability of connectedness 

between a gene 𝐶𝑖,𝑗, from a set of genes 𝐶𝑖, and a gene set 𝐴𝑖, defined as 

𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)|𝑄𝑖). This probability of connectedness expresses how likely it is that 

there exists a path that connects the gene 𝐶𝑖,𝑗  to any gene in the gene set 𝐴𝑖, in the 

probabilistic network 𝑄𝑖 . A path between two nodes is a sequence of consecutive 

edges from the genome-wide interaction network that connects these two nodes and 

for which all edges are directed in the same direction. The probability of such a path 

is simply the product of the probabilities of the edges it contains. In the proposed 

eQTL setting each gene 𝐶𝑖,𝑗  is defined as significantly differentially expressed in 

evolved line 𝑖 and gene set 𝐴𝑖  is the set of mutated genes obtained from evolved line 

𝑖. A path connects a significantly differentially expressed gene to genes mutated in the 

same evolved line. The rationale behind this is that the significantly differentially 

expressed genes are effects of mutations and thus connect to the ‘causal’ mutations 

through the probabilistic network. The probability of connectedness 

𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)|𝑄𝑖) represents the probability with which the differential expression 

of 𝐶𝑖,𝑗 can be induced by the set of mutations, given the probabilistic interaction 

network 𝑄𝑖  and quantifies which mutations are most likely to cause the differential 

expression of 𝐶𝑖,𝑗. 

3. Inference of the optimal subnetwork by combining the data from all evolved lines 

Identifying driver mutations from a set of independent end points with the same 

phenotype corresponds to inferring a single subnetwork 𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙  over all independent 

end points that best connects the significantly differentially expressed genes 𝐶𝑖,𝑗 and 

the set of mutations 𝐴𝑖  for all end points together as depicted in figure 1-C.  A 

subnetwork 𝐾 of a network 𝐺 is defined as a subset of the edges in 𝐺 together with 

the nodes occurring in the selected edges. Note that a subnetwork in this context can 

thus consist of any number of disconnected parts of the original network 𝐺. 

For each subnetwork 𝐾 from 𝐺 the probability of connectedness changes to 

𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)| 𝑄𝑖 , 𝐾) as paths that are valid in 𝑄𝑖  are not necessarily valid in a 

subnetwork 𝐾. Therefore, the probability of connectedness changes to 

𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)| 𝑄𝑖 , 𝐾) when working with subnetworks 𝐾, denoting that the edges 

along the path have to be present in both 𝑄𝑖  and 𝐾.  Each subnetwork 𝐾 should be 

scored based on the sum of probabilities that there exists a path between each 

significantly differentially expressed gene 𝐶𝑖,𝑗  in 𝐶𝑖  and the list of mutated genes 𝐴𝑖, 

for each independently evolved line 𝑖, out of a total of 𝑛 independently evolved lines 

as described in Formula 3. Between different end points it is expected that the same 

adaptive pathways are triggered (parallel evolution). Also, within every end point 

separately, multiple paths are expected to be found in regions with many significantly 
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differentially expressed genes that are likely to be important for the phenotype.  

Therefore, paths between driver genes selected from different end points and their 

respective sets of differentially expressed genes should overlap in the optimal 

subnetwork. By restricting the size of the network through a cost based on the number 

of edges |𝐾| in the subnetwork the method will preferentially select these 

overlapping paths. This edge cost can be modulated using the cost factor 𝑥𝑒. 𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙  

is defined as the subnetwork that has the maximum possible value of the score 

function 𝑆(𝐾) (Formula 3). 

𝑆(𝐾) = ∑ (∑ (𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)|𝑄𝑖 , 𝐾))𝑙
𝑗 ) 𝑛

𝑖 − |𝐾| ∗  𝑥𝑒    (Formula 3) 

Computing the probability that there exists a path between two nodes in a 

probabilistic network is known as the two-terminal reliability problem, which is NP-

hard. This explains why there is no known efficient exact inference algorithm and why 

we employ an approximation algorithm to compute 𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)|𝑄𝑖). This 

probability is approximated by using only the N most likely paths of maximal length 𝑙 

between the differentially expressed gene 𝐶𝑖,𝑗 and any mutated gene of 𝐴𝑖   (De 

Maeyer et al., 2013; De Raedt et al., 2007). The resulting paths (for all 𝐶𝑖) are then 

represented as a Boolean formula (as in probabilistic logic programming languages 

(De Raedt et al., 2007)): each path corresponds to a conjunction of the edges that are 

present in the path, and a set of such paths corresponds to the disjunction of the 

conjunctions corresponding to these paths. This formula is then compiled into an 

equivalent deterministic Decomposable Negation Normal Form (d-DNNF) using 

knowledge compilation techniques (Darwiche & Marquis, 2002). The advantage of the 

d-DNNF is that it contains the same information as the original set of paths and that it 

can efficiently be evaluated in polynomial time for each subnetwork 𝐾 (Darwiche & 

Marquis, 2001a). Selecting such a subnetwork 𝐾 corresponds to setting all edges not 

in 𝐾 to false when evaluating the d-DDNNFs. The optimal subnetwork 𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙  is 

determined by sampling different subnetworks 𝐾 from 𝐺 by performing a random-

restart hill climbing optimization as outlined in (Van den Broeck, et al. 2010). Note 

that, as 𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙  is a subset of 𝐺, it is possible that 𝐾𝑜𝑝𝑡𝑖𝑚𝑎𝑙  is not necessarily 

connected. 

4. Driver gene prioritization 

Because subnetworks obtained using a higher edge are more enriched in driver genes 

than subnetworks obtained using a low edge cost (higher PPV, more stringent 

conditions) and subnetworks detected at high edge costs are in general contained 

within the ones retrieved at lower edge costs, mutated genes are prioritized based on 

the highest edge cost for which they are still selected (i.e. ranks of mutated genes are 

based on the most stringent condition under which they are still selected). The reason 
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for this is that mutated genes that are detected at the highest edge cost (most 

stringent parameter) represent the most pronounced signals in the data. Mutated 

genes that represent weaker signals (mutations that explain less of the expression 

data) are only retrieved at less stringent edge parameter costs. To this end, for each 

data set multiple optimal subnetworks are inferred using a gradually decreasing edge 

cost, i.e. a parameter sweep over the edge cost. Mutated genes that are retrieved 

using a high edge cost are strongly connected to the expression phenotype and thus 

receive the lowest (best) rank. Note that this prioritization strategy can result in 

assigning identical ranks to different mutated genes. These prioritized mutated genes, 

together with the inferred subnetworks are visualized by depicting the union of all 

edges and nodes present in the different inferred subnetworks (see Figures 3 and 4). 

5. Parameter settings 

To infer subnetworks the maximum length of a path is set to four edges based on both 

biological (Gitter et al., 2011; Navlakha et al., 2012) and computational considerations. 

To approximate the probability of connectedness 𝑃(𝑝𝑎𝑡ℎ(𝐶𝑖,𝑗 , 𝐴𝑖)|𝑄𝑖 , 𝐾) the 20-best 

paths were used that connect each differentially expressed gene 𝐶𝑖,𝑗  to the set of 

mutated genes 𝐴𝑖. The edge cost parameter determines the size of the inferred 

subnetwork and forces the selection of overlapping paths. The behavior of the edge 

cost is characterized on a semi-synthetic data set as indicated in the result section. As 

described in the driver gene prioritization paragraph, a parameter sweep of the edge 

cost was performed in order to prioritize the mutated genes. 

As lower edge costs do not affect ranks of genes prioritized at higher edge costs, the 

choice of the lower bound on the edge cost does not interfere with the results of the 

highest ranked genes. For convenience and visualization purposes we choose a cut-

off on the sweep at a cost that corresponds to finding a network of no more than 120 

nodes. Conversely, when setting the conditions too stringent i.e. very high edge cost, 

subnetworks can no longer be inferred. Therefore, as smallest edge cost we chose the 

most stringent value at which a subnetwork could be inferred. This resulted in a 

parameter sweep of the edge cost from 1.75 to 0.25 for the AMK resistance data set 

and from 0.975 to 0.025 for the co-existence ecotypes data set. The edge cost sweep 

was performed with a step size of 0.025. Note that the upper limit of the edge cost in 

the sweep corresponds to the value for which no subnetwork was inferred anymore. 

Data sets 

Semi-synthetic benchmarking set 

The semi-synthetic benchmark data set was based on data published by Stincone et 

al. (publicly available from Gene Expression Omnibus under accession number 

GSE13361) assessing for 27 E. coli K-12 MG1655 single gene knock-out strains involved 
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in acid resistance, the expression profiles relative to a wild type E. coli K-12 MG1655 

(Stincone et al., 2011). Levels of differential expression of single gene knock-out 

strains (27 strains) with respect to the reference were obtained from COLOMBOS 

(Engelen et al., 2011). As no repeats were available for the different experiments, and 

thus no relevant p-values were available, significantly differentially expressed genes 

were determined as genes having a log2 fold expression change larger than 2. For each 

KO strain, the knocked out gene was considered a ‘known’ driver gene and the 

measured levels of differential expression as the corresponding expression 

phenotype. Five of those strains, namely phoH, cadB, ycaD, spy, yjbJ and grxA, were 

discarded for benchmarking, because these genes only have incoming interactions in 

the genome-wide interaction network or, in the case of yjbJ, are not present in the 

interaction network. In addition the experiment corresponding to the hns KO strain 

was removed as the COLOMBOS database did not contain the appropriate data. For 

each of the remaining 20 strains the presence of passenger genes was mimicked by 

randomly selecting a nucleotide position in the reference genome and mapping this 

position to a gene. Passenger mutations had to obey following conditions: 1) randomly 

selected genes did not belong to the set of driver genes and 2) they were connected 

in the genome-wide interaction network with outgoing interactions. The number of 

passenger mutations assigned to each data set was selected from a binomial 

distribution with n, the total number of selected mutations, being equal to 9 and p, 

the chance of adding a passenger mutation, being equal to 0.5. On average this mimics 

an addition of 5 passenger mutations with a standard deviation of 1.5 for each of the 

20 strains in each data set. This way the total number of mutated genes in the semi-

synthetic data set is of the same order of magnitude as the number of passenger 

mutations per driver mutation observed in real data sets (Herron & Doebeli, 2013; 

Suzuki et al., 2014; Tenaillon et al., 2012). 

AMK resistance data set 

The genomic data for the four amikacin resistant strains was obtained from Suzuki et 

al (Suzuki et al., 2014). Raw sequencing data was available at the DDBJ Sequence Read 

Archive under accession number PRJDB2980. Only the Illumina reads were used. The 

data of the four Amikacin resistant lines was mapped to the ancestral E.coli K-12 

MDS42 strain using bowtie2 (Langmead & Salzberg, 2012). SNPs and small INDELs 

were called using freebayes (Garrison & Marth, 2012) while large INDELs were called 

using Pindel (Ye et al., 2009). This resulted in a total of 59 mutations throughout the 

four strains. These mutations were mapped to genes as follows: mutations within the 

coding region of a gene were mapped to the encoded gene, mutations in intergenic 

regions were mapped to the closest gene if there was a gene within 250 bp of the 
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intergenic region. This resulted in 51 mutated genes. Of these 51 mutated genes, 41 

could be mapped to the E.coli K-12 MDS42 reference genome. 

Normalized expression data for each of the four Amikacin resistant strains and the 

ancestral line was obtained from GEO under accession code GSE59408. Differentially 

expressed genes were defined as genes having an absolute log2 fold expression 

change value higher than 2. This cut off value was selected as no repeated 

measurements were available and thus no p-values could be calculated. Differential 

expression values were obtained between the Amikacin resistant strains and an 

ancestral line. 

Coexisting ecotypes data set 

Genomic data was obtained from Plucain et al (Plucain et al., 2014). Mutations present 

in both clones of the same ecotype, but not in clones of the other ecotype, were 

selected as candidate driver mutations that could explain the origin of speciation into 

the observed coexisting ecotypes. It was hereby assumed that potential driver 

mutations are likely to be ecotype-specific, as mutations common to all clones most 

likely originated before divergence of the ecotypes. This resulted in the selection of 

87 candidate driver mutations, which could be mapped to 86 potential driver genes. 

The mapping of mutations to genes was taken from Plucain et al. (Plucain et al., 2014). 

Of those 86 genes, 62 genes could be mapped to the E.coli B REL606 genome-wide 

interaction network which were used as input. 

As expression phenotype we used the degree to which gene expression differed 

between respectively the L and S ecotype as determined by microarray experiments 

performed by Le Gac et al. (Le Gac et al., 2012) (publicly available from GEO under 

accession number GSE30639). Microarrays of 6 biological replicates of the L ecotype, 

6 biological replicates of the S ecotype and 5 biological replicates of the ancestor were 

available. Using PCA analysis one microarray of the S ecotype and one microarray of 

the ancestor were found to be outliers and were discarded from subsequent analyses. 

The LIMMA package (Smyth, 2004) was used to identify the degree of differential 

expression between the ecotypes. As for this data set repeated measurements for the 

expression data were available, significantly differentially expressed genes are defined 

as genes having a p-value of maximum 0.05 and an absolute value of log2 fold change 

of minimal 0.75. The cut off on the log2 fold change was taken lower than in the other 

data sets as here we impose an additional cut off on the p-value. 
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Table 6.2 – Data sets used to compile the Escherichia coli genome-wide interaction networks. 

Interaction type E. coli K12 MG1655 E. coli B REL606 E. coli K12 MDS42a 

Protein-protein 2737 (Jensen, et al. 2009) 2728 (Jensen, et al. 2009) 2534 (Jensen, et al. 2009) 

Protein-DNA 
4492 (Salgado, et al. 
2013) 

3415 (Salgado, et al. 
2013) 

3890 (Salgado, et al. 
2013) 

Sigma 
727 (Salgado, et al. 2013) 1225 (Salgado, et al. 

2013) 
592 (Salgado, et al. 2013) 

Metabolic 
2798 (Kanehisa, et al. 
2014) 

5146 (Kanehisa, et al. 
2014) 

2530 (Kanehisa, et al. 
2014) 

Phosphorylation 
 

44 (Kanehisa, et al. 2014) 38 (Kanehisa, et al. 2014)  44 (Kanehisa, et al. 2014) 

Srna 213 (Salgado, et al. 2013) 2 (Salgado, et al. 2013) 171 (Salgado, et al. 2013) 

Size (edges) 11011 12554 9761 

Size (nodes) 2732 2643 2422 

 

Genome-wide interaction networks 

In this paper a genome-wide interaction network refers to a comprehensive 

representation of current interactomics knowledge on the organism of interest. 

Networks are represented as graphs 𝐺(𝑁, 𝐸) in which nodes 𝑁 correspond to genetic 

entities (genes, proteins or sRNAs) and edges 𝐸 to the interactions between these 

entities. Every edge is assigned an edge type, indicating the molecular layer to which 

the interaction represented by the edge belongs (e.g. protein-DNA, protein-protein, 

metabolic or signaling interactions). Depending on its type and provided the proper 

information is available, an edge is added as a single directed interaction (e.g. protein-

DNA interactions, sRNA-DNA, kinase-target, etc.) or two directed interactions 

(protein-protein interactions, undirected metabolic interactions, etc.). 

An overview of the genome-wide interaction networks used in this study for the three 

different E. coli strains: E.coli K-12 MDS42, E. coli B REL606 and E.coli K-12 MG1655 is 

given in Table 2. To compile these networks metabolic interactions and 

(de)phosphorylation interactions were derived from KEGG (Kanehisa et al., 2014) 

version 72.1, protein-DNA, sigma interactions and sRNA-DNA interactions from 

RegulonDB version 8.6 (Salgado et al., 2013) and high-confidence physical protein-

protein interactions from String (Jensen et al., 2009) version 10. Interactions involving 

RpoD, the primary sigma factor, were removed from these interaction networks as 

RpoD regulates over half of the genes in the interaction network. 
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Chapter 7 

Conclusions and perspectives 

7.1   Conclusions 
This thesis is a synopsis of 5 years of work on network analysis and subnetwork 

selection applied on microbiologic data sets. To this end the PheNetic framework was 

developed which is in essence an algorithm that selects from large probabilistic 

networks small subnetworks that best connect the biological entities of interest. 

When applied to interaction networks, this means that the resulting subnetwork 

represents the most likely molecular mechanisms of how different biological entities 

interact in the specific condition under study. The results provide an overview of a 

study starting with a practical interpretation of experimental daa using interaction 

networks to the development and application of the PheNetic framework on complex 

microbiological datasets. 

Network-based interpretation of experimental results can generate a good insight 

into results of high-throughput omics experiments. This was illustrated by the network 

analysis of a genetic screening perfomed in Chapter 2. By visualizing data on the 

interaction network it is clear that the molecular and/or functional processes can be 

identified that drive the observed phenotype. This type of analysis is a good starting 

point for the mechanistic interpretation of biological data as was illustrated in the final 

published version of the paper in this chapter.  

Subnetwork inference helps automating this analysis of omics results and will become 

a mandatory tool in interpreting high-throughput omics. The strong points of this type 

of analysis are first that a large amount of experimental results can be interpreted at 

once using all publicly available interactomics knowledge. Second, the resulting 

inferred subnetworks are relatively easy to interpret biologically and generate a good 

insight into the processes that underlie the observed phenotype. Third, these 

methods allow for the prioritization of potential biological leads for further analysis in 

the wet lab. However a drawback of these methods has to be considered. Namely 

these methods rely on publicly available data sometimes limiting their applicability 

model organisms.  
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The theoretic approach behind PheNetic was tested in the paper presented in Chapter 

4. In this proof-of-concept application PheNetic was able to compute from multiple 

coupled KO-transcriptomic data sets the molecular mechanisms that drive acid 

resistance in E. coli. It became clear that the results generated by the algorithm were 

robust and that it could compete with the state-of-the-art. The method proposed in 

this chapter was since applied on different experimental data sets such as a study of 

the role of the HOG pathway in yeast cells during bread dough fermentation 

(Aslankoohi et al., 2013). 

A draw-back of the initial proof-of-concept implementation is that it was difficult to 

apply on large data sets, an issue that was addressed in the follow-up publication 

presented in Chapter 5. For this publication a complete reimplementation of the 

original PheNetic framework was performed in Scala. The new implementation has 

major improvements over the initial PheNetic implementation namely it is over 100x 

faster in interpreting the same data sets, it utilizes parallel processing, and, it infers 

higher scoring subnetworks, i.e. it finds better molecular mechanisms. This faster 

implementation allowed for the creation of a web service to interpret transcriptomics 

data sets available at http://bioinformatics.intec.ugent.be/phenetic/. This web server 

provides an easy to use interface to interpret differential expression data together 

with a rich visualization module of the inferred subnetwork which allows an easy 

biological analysis and interpretation of the results. The resulting web server has since 

its inception been used to interpret multiple in-house differential expression data 

sets. In addition to the reduction in execution time, the new implementation provides 

different types of analysis to interpret data using different strategies such as inferring 

the downstream pathways or the upstream regulatory network that can be linked to 

the differential expression data. These different mechanisms illustrate the flexibility 

of the PheNetic framework in interpreting large omics data sets. Depending on a 

different path definition or type of explanation of the input data others biological 

insights into the experimental data can be found. 

The reimplementation of PheNetic allows for more complex subnetwork inference 

tasks such as the prioritization of causal over passenger mutations in experimental 

evolution experiments as described in the paper in Chapter 6. The proposed method 

in this paper illustrates once again the flexibility of the PheNetic framework as the 

method is applied on multiple different interaction networks. The paper shows that 

the method can easily be applied on large (> 20) different parallel eQTL data sets to 

infer the molecular mechanism behind the observed phenotype and distinguish the 

causal from the passenger mutations. As a biological validation the method was 

applied on different data sets in which biologically verified causal mutations were 

confirmed and new potential driver mutation were found for which literature 

evidence indicated a potential link with the observed phenotype. 
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7.2   Perspectives 
Current (micro)biology is a rapidly evolving field driven by new omics technologies. In 

current wet lab practice, manual specialized low throughput experiments have made 

way for automated standardized large scale experiments. These experiments 

generate large and noisy data sets, making it impossible to analyze the result of these 

experiments by hand. This evolution has led to a shift in research effort from the in 

vitro experiments to the in silico interpretation and analysis of these results. In 

addition to the larger sizes of the experimental results, the amount of 

(micro)biological publications increases each year (Pautasso, 2012) together with the 

number of publicly available data set. Therefore, datamining has become essential in 

studying (micro)biology during the last years. This is reflected in the adoption of 

biological networks to interpret biological data as they allow to combine own 

experimental data with the vast amount of publicly available knowledge. In well 

studied organisms such methods have lead or have a promise for gaining more 

biological insight in experimental results in different research fields ranging from 

understanding cancer  (Creixell et al., 2015), interpreting industrial interesting 

phenotypes (Dai & Nielsen, 2015), to unravelling the mode of action of drugs (Geppert 

& Koeppen, 2014).  

At the current moment there is not yet a clear consensus in the best tools to use when 

interpreting multi-omics datasets with subnetwork inference. Early proposals of 

different approaches of how to handle these data sets are being made (Creixell et al., 

2015). Although several methods have been proposed (Berger et al., 2013) they have 

not been widely adopted by the scientific community. At the moment there is no 

general experience into which methods perform best on which biological data sets. 

This lack of experience can be related to the relative novelty of the multi-omics data 

sets which is illustrated with the open sourcing of large proprietary data sets as the 

owners of these data sets, mostly pharmaceutical companies, lack the insight and 

experience to gain the most biological insight out of these data sets. Such data sets 

provide ample opportunities for researching new technologies and bioinformatics 

tools to gain more biological insight into the large amount of available data. Finding 

new solutions is economically interesting as it give insight into complex diseases, the 

development of new drugs, … . This is illustrated with the growing interest in this field 

as large companies are getting involved such as Google, Microsoft, IBM, … and the 

bioinformatics community is gaining an essential place in biological research 

(Morrison-Smith et al., 2015).  

A first outstanding challenge in applying subnetwork inference methods is 

representing the current biological knowledge in a computer interpretable format. As 

mentioned before, networks have a great potential in addressing this issue as they 
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allow for the integration of heterogeneous data. This lead to a representation that 

formalizes or semanticizes the relations between biological entities allowing for the 

application of automated tools. As to date there still lacks a standardized and 

semanticized representation of the biological knowledge contained in data sets and 

publications. This makes that integrating the multitude of publicly available data is not 

trivial and requires a large effort. To achieve this, currently, different universities and 

companies work on integrating this knowledge. Several efforts have been made in the 

past such as forcing the use of standardized formats when sharing similar data sets so 

that they can be repeated, compared and reused. An example of this standardization 

namely the Minimal Information About a Microarray Experiment (MIAME) (Brazma et 

al., 2001) has been enforced in the past for the publication of microarray data. A 

similar standard exists for sequencing experiments called MINSEQE, but these are 

currently not enforced by databases and scientific journals. This lack of 

standardization is holding back the adoption of automated tools. Improved text-

mining to extract biological knowledge from literature could hold a promise here but 

is far from trivial (Srinivasan et al., 2015; Van Landeghem et al., 2012). Currently a 

large effort is provided by the Gene Ontology consortium in the manual curation and 

conversion of biological knowledge in a computer interpretable format (Ashburner et 

al., 2000; Smith et al., 2007). However as mentioned in the introduction, the amount 

of data remains limited and there is no rich representation of the available data. 

A second outstanding challenge is to obtain insight into the applicability of the 

subnetwork inference methods to convert the biological questions to computationally 

solvable problems. A large variety of different techniques have been developed as 

mentioned in the introduction of Chapter 3. However, no standard methods have 

been adopted by the community. This due to: the lack of objective benchmark data 

sets to score different methods, the differences in biological setups methods try to 

solve, the different formats of how to represent current biological knowledge and the 

influence of the different parameters on subnetwork inference for each method. It is 

to be expected that as more methods are maturing they will be able to compete 

against each other such as for example in DREAM challenges (DREAM consortium, 

2015; Stolovitzky et al., 2007). This will give a better insight in the potential of gaining 

biological insight using these methods and which methods are best suited for which 

applications. 

Currently, new more complex biological questions are being asked. One of those is to 

study the behavior of cells as individuals in a colony or tissue. Up until now wet lab 

(micro)biology mainly focused on studying populations as a whole and not looking at 

individuals in the population. However with progressive insight and improved 

technical capabilities, it is becoming clear that individual cells can have a profound 

effect on complete populations of cells. This means that a single cell can alter the 
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behavior of a complete population. Previously cell sorting and microscopy have been 

used to study this behavior. But with next gen sequencing technologies this research 

can be taken one step further by determining the expression profiles of individuals. 

These approaches have already solved some long standing biological questions but 

present additional difficulties in interpreting as even more data is generated for these 

experiments that have to be analyzed as a whole.  

The PheNetic framework aims to provide an approach that can be applied to a 

multitude of biological applications (Aslankoohi et al., 2013; De Maeyer et al., 2013; 

De Maeyer et al., 2012; De Maeyer et al.; Van Puyvelde et al.; Voordeckers et al., 2015; 

Voordeckers et al.). Algorithms such as PheNetic allow computers to think about the 

observed experimental results and provide answers to biological questions. It is to be 

expected that these approaches will become essential in aiding wet-lab biologists and 

the assisting bioinformaticians in solving their experimental questions. To this end 

intuitive tools are required that provide off the shelf applications, such as provided in 

the PheNetic web server.  

7.3   Future work 

7.3.1   Improving PheNetic 

The PheNetic framework in its current form has some limitations. Addressing these 

issues can improve the performance, i.e. better inference of the subnetwork, and 

decrease the execution time of the method.  

Currently, the inference of the subnetwork is based on a greedy hill climbing 

approach. This approach does not enforce the inference of the “best” subnetwork in 

the final solution. In the past different improvements have been added to the original 

simple greedy hill climbing approach such as selecting multiple overlapping paths at 

once to perform greedy hill climbing and implementing elements of tabu-search 

(Glover, 1989, 1990). In addition to this different levels of caching were implemented. 

These improvements have clearly resulted in a faster and better subnetwork 

inference. A remaining problem however is that these improvements do not enforce 

a global optimum or the “best” subnetwork. This issue could be addressed using 

different algorithmic approaches to infer the subnetwork such as simulated annealing 

(Brooks & Morgan, 1995), and genetic algorithms (Mitchell, 1998). 

An additional difficulty is that the two-terminal reliability problem that is used to 

measure the connectedness of genes in the interaction network is solved using 

sampling of the most likely paths between the genes of interest which are then 

compiled to d-DNNFs (Darwiche & Marquis, 2001b). These are directed acyclic graphs 

that can be evaluated in polynomial time to probability of connectedness. However 

the conversion of the paths to d-DNNFs is an NP-hard problem limiting the amount of 
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paths that can be sampled to construct the d-DNNFs. In the past this issue has been 

addressed by improving the speed of compilation of the d-DNNFs using different 

compilators such as c2d (Darwiche, 2004) and DSHARP (Muise et al., 2012). However 

these compilers do of course not solve the underlying NP-hard complexity of the 

compilation of the paths. An alternative approach could be to use different forms of 

propositional logic which could increase the speed of the probability inference such 

as probabilistic Sentential State Diagrams (Kisa & Van den Broeck, 2014). 

7.3.2   Multi-organism processes 

Currently, a large scientific effort is performed to study multi-organism processes 

known as metagenomics (Handelsman et al.; Hunter et al., 2012). One of the best 

known metagenome project is the Human Microbiome Project (Human Microbiome 

Project, 2012; Peterson et al., 2009; Turnbaugh et al., 2007), but currently a large 

amount of metaome projects are undertaken (Hunter et al., 2014). The goal of these 

projects is to study how different microbes behave when they live together in a 

specific condition. To perform these studies, high-throughput omics experiments are 

paramount to gain insight into how different organisms interact/work together. The 

current bioinformatics toolset is not always directly applicable to these data sets as 

data analysis protocols are inadequate. Currently quite some effort has gone into the 

interpretation of raw omics for these experiments (Raes et al., 2007; Wooley & Ye, 

2010), and the annotation and metabolic pathway reconstruction of the resulting 

genomes (Hanson et al., 2014; Ye & Doak, 2009). As of the moment network-based 

approaches to study these data sets are still in their infancy. Using the PheNetic 

framework, which has proven its potential for interpreting high-throughput omics 

data for single organisms, to interpret whole populations of microbes would provide 

a clear improvement over the currently available techniques.  

7.3.3   Integration with network inference tools 

A major draw-back for applying subnetwork inference tools is the lack of available 

interaction networks for less well-known organisms. In the past when performing an 

analysis the generation of the networks was always performed manually by the 

authors of the papers (De Maeyer et al., 2013; Yeang et al., 2004; Yeger-Lotem et al., 

2009). Tools for the integration of different interactomics datasources already exist 

(Aranda et al., 2011), but only recently tools have been developed to generate 

dedicated interaction networks directly usable with the different networks (Basha et 

al., 2015; De Maeyer et al., 2015). These approaches integrate different interactomics 

databases but do not exploit the available omics data to generate specific interaction 

networks. This approach has different drawbacks. Databases first have to be updated 

regularly to contain new information. Second these databases are limited in the 

interactomics data they provide to well-studied species. Third, the databases can 
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contain duplicate interactions. Integrating the subnetwork inference tools with 

previously developed network inference tools (Cloots & Marchal, 2011; De Smet & 

Marchal, 2010; Lemmens et al., 2009; Marbach et al., 2012; Papin et al., 2005) that 

reconstruct different interaction layers from the sequence data, genome annotation, 

expression, chip-chip data, and/or interactomics data will allow for an easier adoption 

of subnetwork inference when studying natural variants and unknown species. 

7.3.4   Comparing and assessing different subnetwork inference methods 

Comparing the performance of different approaches as presented in Chapter 3 

requires for an objective benchmark to score each method. Currently no single 

benchmark data set is available for the comparison of the different methods making 

it difficult to further improve and assess the different methods. When practically 

applying subnetwork inference methods three major sources of variance have to be 

taken into account. First is the bias of interactomics knowledge to well-studied 

biological mechanisms. Molecular mechanisms that are involved with disease or 

economically interesting phenotypes are well-studied when compared to other 

mechanisms resulting in better characterized molecular networks describing these 

mechanisms. Second experimental data can be noisy and measure secondary effects 

of the phenotype under study when experimental conditions were not optimal. 

Therefore the experimental data do not (only) identify the molecular entities inducing 

the molecular mechanism, making it harder or impossible to understand the observed 

phenotype from the data set. Third the different methods rely on different underlying 

methodologies to solve the subnetwork inference. This can lead to the selection of 

different subnetworks using different methods. At the moment most of the validation 

of the methods is performed by reconstructing small-scale well studied processes 

(Atias & Sharan, 2013; Oved Ourfali et al., 2007; Suthram et al., 2008; Yeang et al., 

2004), biological validation (Yeger-Lotem et al., 2009), and manual 

curation/interpretation of results (De Maeyer et al., 2013; Oved Ourfali et al., 2007). 

This validation does not allow for a quick and automated assessment and 

improvement of the existing methods. Therefore a clear comparison of the different 

methods would clearly help the field of research and improve the adoption of the 

subnetwork inference methods in the interpretation of omics data. Specifically this 

comparison should focus on the intricate differences of the inferred subnetworks 

between the different methods and the impact of these differences on the biological 

insights gained by these methods. Such a comparison would allow for a more simple 

validation of new methods, making the field of subnetwork inference more 

competitive and making it easier for biologist to apply subnetwork inference methods. 
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Appendix A 

Supplementary material Chapter 2 

This appendix contains the supplementary material for the paper De Maeyer, D., Voordeckers, 

K., van der Zande, E., Vinces, M. D., Meert, W., Cloots, L., Ryan, O., Marchal, K., & Verstrepen, 

K. J. (2012). Identification of a complex genetic network underlying Saccharomyces cerevisiae 

colony morphology. Mol Microbiol, 86(1), 225-239. For additional supplementary tables please 

consult the online version of the article. 
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Appendix B 

Supplementary material Chapter 4 

This appendix contains the supplementary material for De Maeyer, D., Renkens, J., Cloots, L., 

De Raedt, L., & Marchal, K. (2013). PheNetic: network-based interpretation of unstructured 

gene lists in E. coli. Mol Biosyst, 9(7), 1594-1603. For the tables listing the regulator ranking we 

refer to the online content at http://pubs.rsc.org/en/Content/ArticleLanding/2013/MB/ 

c3mb25551d#!divAbstract due to the size of this material. 
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