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## 1 Introduction

The original Lagrange form, introduced in [10], has certain shortcomings, e.g., increasing the degree of the polynomial by adding a new interpolation point requires computations from scratch and also the computation is numerically unstable [3]. Therefore, Lagrange interpolation is frequently considered as a bad choice for practical computations and thus mainly an analytic or theoretical tool for proving theorems. Nevertheless, rewriting in the so called modified Lagrange form and the barycentric Lagrange form overcomes the shortcomings of the original form and makes Lagrange interpolation very suitable for practical use.

In this paper, we consider matrix polynomials in Lagrange and Hermite bases. Generally, for every polynomial basis, an interpolating matrix polynomial $P(\lambda) \in \mathbb{C}^{s \times s}$ of

[^0]degree $n$ is uniquely determined by $n+1$ samples of the function $A_{i}:=P\left(\sigma_{i}\right)$, where $\sigma_{i} \in \mathbb{C}, i=0,1, \ldots, n$ are distinct interpolation points. The polynomials $P(\lambda)$ in modified or barycentric Lagrange form can be constructed very easily, since we immediately use these function values $A_{i}$ in combination with the barycentric weights, which are computed from the interpolation points $\sigma_{i}$. However, for several point distributions we have explicit formulas for these barycentric weights. This is in contrast to Newton's interpolation, where divided differences have to be computed from the function values $A_{i}$. Also for Chebyshev interpolation coefficient matrices have to be computed.

Polynomial eigenvalue problems (PEPs): $P(\lambda) x=0$, where $P(\lambda)$ is a complex $s \times$ $s$ matrix polynomial of degree $n$ in $\lambda$ and $x \in \mathbb{C}^{s} \backslash\{0\}$, occur in a wide number of applications, e.g., vibration analysis of buildings and machines. The classical and most common approach to solve PEPs is linearization, i.e., we mean the conversion of $P(\lambda) x=$ 0 into a larger size linear eigenvalue problem $L(\lambda) y=\left(C_{0}-\lambda C_{1}\right) y=0$ with the same eigenvalues. This linear eigenvalue problem can then be solved by standard techniques.

Linearization is also a commonly used technique for solving nonlinear eigenvalue problems. In the last decade, several linearizations for different polynomial bases are proposed in the literature. See, e.g., [9] for monomial basis, [6, 9] for Chebyshev basis and [15] for Newton basis. However, to the authors' knowledge, Lagrange basis was never used. A possible explanation is that the current linearizations for matrix polynomials in Lagrange basis [1, 2] and also in Hermite Lagrange basis [14] contain more eigenvalues than the original polynomial $P(\lambda)$ by introducing additional eigenvalues at infinity.

Therefore, we will now propose new linearizations for the Lagrange and barycentric Lagrange polynomial which ensure a one-to-one correspondence between the eigenpairs of $P(\lambda)$ and the eigenpairs of the pencil obtained after linearization. We also generalize for multiple interpolation and introduce new linearizations for the Hermite Lagrange and barycentric Hermite polynomial.

This paper is organized as follows. Section 2 introduces some basic definitions and notation. Section 3 reviews Lagrange interpolation and the derivation of the barycentric Lagrange form. In Section 4 we reformulate the linearization of the Lagrange and barycentric Lagrange polynomial of dimension $(n+2) s$ and introduce two new linearizations of dimension $(n+1) s$ and $n s$. We also prove for the last one that this is a strong linearization. In Section 5 we illustrate how the structure of the proposed pencil can be exploited in Krylov-type methods. Section 6 reviews the Hermite interpolating Lagrange and barycentric matrix polynomial. In Section 7 we generalize the linearizations of Section 4 for multiple interpolation. Finally, the main conclusions are summarized in Section 8.

## 2 Definitions and notation

We study linearizations of matrix polynomials $P(\lambda) \in \mathbb{C}^{s \times s}$, where $P(\lambda)$ is regular, i.e., $\operatorname{det} P(\lambda)$ does not vanish identically. Linearization is the classical approach for investigating and solving PEPs. In this case, matrix polynomials are transformed into linear matrix pencils with the same eigenvalues. Therefore, unimodular matrix polynomials are used, i.e., matrix polynomials $E(\lambda)$ such that $\operatorname{det} E(\lambda)$ is a nonzero constant and independent of $\lambda$. We now introduce some basic definitions and notation in order to support the elaboration in the remaining sections.

Definition 2.1 (Weak linearization [7]). Let $P(\lambda)$ be an $s \times s$ matrix polynomial of degree $n$ with $n \geq 1$. A pencil $L(\lambda)=\left(C_{0}-\lambda C_{1}\right)$ with $C_{0}, C_{1} \in \mathbb{C}^{n s \times n s}$ is called a linearization of $P(\lambda)$ if there exist unimodular matrix polynomials $E(\lambda), F(\lambda)$ such that

$$
E(\lambda) L(\lambda) F(\lambda)=\left[\begin{array}{cc}
P(\lambda) & 0 \\
0 & I_{(n-1) s}
\end{array}\right] .
$$

In order to allow $\infty$ as a possible eigenvalue of $P(\lambda)$ we introduce the definition of the reversal of matrix polynomials and of a strong linearization.

Definition 2.2 (Reversal of matrix polynomials). For a matrix polynomial $P(\lambda)$ of degree $n$, the reversal of $P(\lambda)$ is the polynomial $P^{\#}(\lambda):=\lambda^{n} P\left(\lambda^{-1}\right)$.

Note that the nonzero finite eigenvalues of $P^{\#}(\lambda)$ are the reciprocals of those of $P(\lambda)$ and that an eigenvalue at $\infty$ of $P(\lambda)$ corresponds to an eigenvalue 0 of the reversal polynomial $P^{\#}(\lambda)$.

Definition 2.3 (Strong linearization [11]). An $n s \times n s$ linear matrix pencil $C_{0}-\lambda C_{1}$ is a strong linearization of the $s \times s$ regular matrix polynomial $P(\lambda)$ of (possibly extended) degree $n$ if there are unimodular matrix polynomials $E(\lambda)$ and $E(\lambda)$ such that

$$
\left[\begin{array}{cc}
P(\lambda) & 0 \\
0 & I_{(n-1) s}
\end{array}\right]=E(\lambda)\left(C_{0}-\lambda C_{1}\right) F(\lambda)
$$

and there are unimodular matrix polynomials $H(\lambda)$ and $K(\lambda)$ such that

$$
\left[\begin{array}{cc}
P^{\#}(\lambda) & 0 \\
0 & I_{(n-1) s}
\end{array}\right]=H(\lambda)\left(\lambda C_{0}-C_{1}\right) K(\lambda) .
$$

The following theorem gives conditions for a (strong) linearization, which will be used in the subsequent analysis. It is based on the local Smith form.

Theorem 2.4. [11] Let $P(\lambda)$ be an $s \times s$ regular matrix polynomial of extended degree $n$ and let $C_{0}-\lambda C_{1}$ be an $n s \times n s$ linear matrix function. Assume that, for each distinct finite eigenvalue $\lambda_{i}$, there exist functions $E_{i}(\lambda)$ and $F_{i}(\lambda)$ which are unimodular and analytic in a neighbourhood of $\lambda_{i}$ and for which

$$
\left[\begin{array}{cc}
P(\lambda) & 0 \\
0 & I_{(n-1) s}
\end{array}\right]=E_{j}(\lambda)\left(C_{0}-\lambda C_{1}\right) F_{j}(\lambda)
$$

then $C_{0}-\lambda C_{1}$ is a (weak) linearization of $P(\lambda)$.
If $P^{\#}(\lambda)$ has an eigenvalue at zero, assume also that there are functions $E_{0}(\lambda)$ and $F_{0}(\lambda)$ which are unimodular and analytic in a neighbourhood of $\lambda=0$ and for which

$$
\left[\begin{array}{cc}
P^{\#}(\lambda) & 0 \\
0 & I_{(n-1) s}
\end{array}\right]=E_{0}(\lambda)\left(\lambda C_{0}-C_{1}\right) F_{0}(\lambda)
$$

then $C_{0}-\lambda C_{1}$ is a strong linearization of $P(\lambda)$.

## 3 Lagrange interpolation

In this section, we review the interpolating Lagrange matrix polynomial. We start with the original form, followed by the modified form and end with the barycentric form.

### 3.1 Original Lagrange form

Suppose an $s \times s$ matrix function $A(\lambda)$ is sampled at $n+1$ distinct interpolation points (nodes) $\sigma_{i}, i=0, \ldots, n$, with corresponding values $A_{i}:=A\left(\sigma_{i}\right)$. The Lagrange interpolation problem addressed here is that of finding the $s \times s$ matrix polynomial $P(\lambda)$, of degree at most $n$, such that $P$ interpolates $A$ at the points $\sigma_{i}$, i.e.,

$$
P\left(\sigma_{i}\right)=A_{i}, \quad i=0, \ldots, n
$$

This problem is well-posed and the solution can be written in Lagrange form [10]:

$$
\begin{equation*}
P(\lambda)=\sum_{i=0}^{n} A_{i} \ell_{i}(\lambda) \tag{3.1}
\end{equation*}
$$

where the Lagrange polynomials $\ell_{i}(\lambda)$ are defined as

$$
\begin{equation*}
\ell_{i}(\lambda)=\frac{\prod_{k=0, k \neq i}^{n}\left(\lambda-\sigma_{k}\right)}{\prod_{k=0, k \neq i}^{n}\left(\sigma_{i}-\sigma_{k}\right)}, \quad i=0, \ldots, n \tag{3.2}
\end{equation*}
$$

with the following property at the nodes

$$
\ell_{i}\left(\sigma_{k}\right)=\left\{\begin{array}{ll}
1, & i=k, \\
0, & \text { otherwise },
\end{array} \quad i, k=0, \ldots, n\right.
$$

### 3.2 Modified Lagrange form

The original Lagrange formula (3.1) can be rewritten in such a way that it can be evaluated and updated in $O(n)$ operations [3]. Therefore, note that the numerator of $\ell_{i}$ in (3.2) can be written as the polynomial

$$
\begin{equation*}
\ell(\lambda)=\left(\lambda-\sigma_{0}\right)\left(\lambda-\sigma_{1}\right) \cdots\left(\lambda-\sigma_{n}\right) \tag{3.3}
\end{equation*}
$$

divided by $\lambda-\sigma_{i}$. Defining the barycentric weights by

$$
\begin{equation*}
w_{i}=\frac{1}{\prod_{k \neq i}\left(\sigma_{i}-\sigma_{k}\right)}, \quad i=0, \ldots, n \tag{3.4}
\end{equation*}
$$

that is, $w_{i}=1 / \ell^{\prime}\left(\sigma_{i}\right)$, allows us to write $\ell_{i}$ as

$$
\begin{equation*}
\ell_{i}(\lambda)=\ell(\lambda) \frac{w_{i}}{\lambda-\sigma_{i}}, \quad i=0, \ldots, n \tag{3.5}
\end{equation*}
$$

Now, note that all terms of the sum in (3.1) contain the factor $\ell(\lambda)$, which is independent of $i$. Bringing this factor in front of the sum yields the modified Lagrange form [3]:

$$
\begin{equation*}
P(\lambda)=\ell(\lambda) \sum_{i=0}^{n} A_{i} \frac{w_{i}}{\lambda-\sigma_{i}} \tag{3.6}
\end{equation*}
$$

This modified Lagrange form (3.6) is shown to be backward stable [8].

### 3.3 Barycentric Lagrange form

The modified Lagrange form (3.6) can still be modified to an even more elegant form which is often used in practice. We start from

$$
\begin{equation*}
1=\sum_{i=0}^{n} \ell_{i}(\lambda)=\ell(\lambda) \sum_{i=0}^{n} \frac{w_{i}}{\lambda-\sigma_{i}} \tag{3.7}
\end{equation*}
$$

Dividing the modified Lagrange form for $P(\lambda)$ (3.6) by (3.7) and cancelling out the common factor $\ell(\lambda)$, we obtain the barycentric form [3]:

$$
\begin{equation*}
P(\lambda)=\frac{\sum_{i=0}^{n} A_{i} \frac{w_{i}}{\lambda-\sigma_{i}}}{\sum_{i=0}^{n} \frac{w_{i}}{\lambda-\sigma_{i}}}=\sum_{i=0}^{n} A_{i} b_{i}(\lambda) \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{i}(\lambda)=\frac{1}{b(\lambda)} \cdot \frac{w_{i}}{\lambda-\sigma_{i}}, \quad i=0, \ldots, n \tag{3.9}
\end{equation*}
$$

with

$$
b(\lambda)=\sum_{i=0}^{n} \frac{w_{i}}{\lambda-\sigma_{i}} .
$$

The barycentric form is a Lagrange form, but one with a special symmetry. The weights $w_{i}$, still defined by (3.4), appear in the denominator exactly as in the numerator, except without the data factors $A_{i}$. Therefore, any common factor in all the weights $w_{i}$ can be cancelled without affecting the value $P$.

Like the modified Lagrange form, the barycentric one also takes advantage of updating the weights $w_{i}$ in $O(n)$ flops to incorporate a new data pair $\left(\sigma_{n+1}, A_{n+1}\right)$. In [8] it is proved that the barycentric Lagrange interpolation form is forward stable for any set of interpolating points with a small Lebesgue constant. Finally, note that even if other weights $w_{i}$ than (3.4) would be chosen in (3.8), the resulting rational function would still interpolate at the nodes $\sigma_{i}$ in the sense that $P\left(\sigma_{i}\right)=A_{i}$.

## 4 Linearization of the Lagrange and barycentric Lagrange polynomial

To the authors' knowledge, a linearization in a companion pencil of the Lagrange polynomial was first introduced by Amiraslani in [1]. Firstly in §4.1, we review this linearization of dimension $(n+2) s$ in a slightly different form and extend it also to the barycentric Lagrange polynomial. Next, we introduce two new and more compact linearizations of dimension $(n+1) s$ and $n s$ in $\S 4.2$ and $\S 4.3$, respectively.

### 4.1 Linearization of dimension $(n+2) s$

The companion pencil of the Lagrange polynomial, introduced in [1, 2], can be extended to the barycentric Lagrange polynomial. Therefore, we review this linearization in a slightly different form by the following theorem.

Theorem 4.1. Let $P(\lambda) \in \mathbb{C}^{s \times s}$ be a matrix polynomial of degree $n$ in modified Lagrange form (3.6) or in barycentric Lagrange form (3.8). Then, the $(n+2) s \times(n+2) s$ linear companion pencil

$$
L(\lambda)=C_{0}-\lambda C_{1},
$$

where

$$
C_{0}=\left[\begin{array}{ccccc}
A_{0} & A_{1} & \cdots & A_{n} & 0  \tag{4.1}\\
\sigma_{0} I & & & & w_{0} I \\
& \sigma_{1} I & & & w_{1} I \\
& & \ddots & & \vdots \\
& & & \sigma_{n} I & w_{n} I
\end{array}\right], \quad C_{1}=\left[\begin{array}{ccccc}
0 & & & & \\
I & 0 & & & \\
& I & 0 & & \\
& & \ddots & \ddots & \\
& & & I & 0
\end{array}\right]
$$

is a linearization of $P(\lambda)$.
In order to illustrate the construction of the pencil in Theorem 4.1, we define $\underline{\Lambda}(\lambda)$
and $\underline{B}(\lambda)$ as follows

$$
\underline{\Lambda}(\lambda)=\left[\begin{array}{c}
\ell_{0}(\lambda) \\
\ell_{1}(\lambda) \\
\vdots \\
\ell_{n}(\lambda) \\
\ell(\lambda)
\end{array}\right] \quad \text { and } \quad \underline{B}(\lambda)=\left[\begin{array}{c}
b_{0}(\lambda) \\
b_{1}(\lambda) \\
\vdots \\
b_{n}(\lambda) \\
b(\lambda)^{-1}
\end{array}\right] .
$$

Note that $\underline{\Lambda}(\lambda)=\ell(\lambda) b(\lambda) \underline{B}(\lambda)$. Then, following the notation of [12], we have for the Lagrange polynomial (3.6)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(\underline{\Lambda}(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{4.2}
\end{equation*}
$$

and similarly for the barycentric Lagrange polynomial (3.8)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(\underline{B}(\lambda) \otimes I)=e_{1} \otimes P(\lambda), \tag{4.3}
\end{equation*}
$$

where the product of the first block row of $C_{0}-\lambda C_{1}$ with $\underline{\Lambda}(\lambda) \otimes I$ and $\underline{B}(\lambda) \otimes I$, respectively, is the matrix polynomial $P(\lambda)$. The remaining products simply reproduce the relations (3.5) and (3.9), respectively.

Corollary 4.2. Suppose that $\left(\lambda_{\star}, x\right)$ is an eigenpair of $P(\lambda)$ and that $L(\lambda)=C_{0}-\lambda C_{1}$ is defined by Theorem 4.1. Then, evaluating (4.2) and (4.3) at $\lambda_{\star}$ and multiplying to the right by $x$ yields

$$
L\left(\lambda_{\star}\right) \cdot\left(\underline{\Lambda}\left(\lambda_{\star}\right) \otimes x\right)=L\left(\lambda_{\star}\right) \cdot\left(\underline{B}\left(\lambda_{\star}\right) \otimes x\right)=0
$$

Thus, $\lambda_{\star}$ is also an eigenvalue of $L(\lambda)=C_{0}-\lambda C_{1}$ with the corresponding structured eigenvector $\underline{\Lambda}\left(\lambda_{\star}\right) \otimes x$ or $\underline{B}\left(\lambda_{\star}\right) \otimes x$, since $\underline{\Lambda}\left(\lambda_{\star}\right)=\ell\left(\lambda_{\star}\right) b\left(\lambda_{\star}\right) \underline{B}\left(\lambda_{\star}\right)$.

In [2] it is proven that the pencil $C_{0}-\lambda C_{1}$, as defined in (4.1), is a strong linearization of

$$
\begin{equation*}
\underline{\widehat{P}}(\lambda):=\lambda^{n+2} 0_{s}+\lambda^{n+1} 0_{s}+P(\lambda) . \tag{4.4}
\end{equation*}
$$

### 4.2 Linearization of dimension $(n+1) s$

We now propose a new linearization for the Lagrange and barycentric Lagrange polynomial which consists of a companion pencil of dimensions $(n+1) s \times(n+1) s$ instead of $(n+2) s \times(n+2) s$ in [2]. We start with the following lemma.

Lemma 4.3. Suppose $\ell_{i}(\lambda)$ and $b_{i}(\lambda)$ are defined by (3.5) and (3.9), respectively. Let $p_{i}(\lambda)$ be $\ell_{i}(\lambda)$ or $b_{i}(\lambda)$, then

$$
\left(\lambda-\sigma_{i-1}\right) p_{i-1}(\lambda)=\frac{w_{i-1}}{w_{i}}\left(\lambda-\sigma_{i}\right) p_{i}(\lambda),
$$

for $i=1, \ldots, n$.
Proof. The relations between $p_{i-1}(\lambda)$ and $p_{i}(\lambda)$ follow immediately from the definitions of $\ell_{i}(\lambda)$ and $b_{i}(\lambda)$.

Theorem 4.4. Let $P(\lambda) \in \mathbb{C}^{s \times s}$ be a matrix polynomial of degree $n$ in modified Lagrange form (3.6) or in barycentric Lagrange form (3.8). Then, the $(n+1) s \times(n+1) s$ linear companion pencil

$$
L(\lambda)=C_{0}-\lambda C_{1},
$$

where

$$
C_{0}=\left[\begin{array}{ccccc}
A_{0} & A_{1} & A_{2} & \cdots & A_{n}  \tag{4.5}\\
\sigma_{0} I & -\sigma_{1} \theta_{1} I & & & \\
& \sigma_{1} I & -\sigma_{2} \theta_{2} I & & \\
& & \ddots & \ddots & \\
& & & \sigma_{n-1} I & -\sigma_{n} \theta_{n} I
\end{array}\right]
$$

and

$$
C_{1}=\left[\begin{array}{ccccc}
0 & & & &  \tag{4.6}\\
I & -\theta_{1} I & & & \\
& I & -\theta_{2} I & & \\
& & \ddots & \ddots & \\
& & & I & -\theta_{n} I
\end{array}\right]
$$

with $\theta_{i}=w_{i-1} / w_{i}$ for $i=1, \ldots, n$ is a linearization of $P(\lambda)$.
Again, we define

$$
\Lambda(\lambda)=\left[\begin{array}{c}
\ell_{0}(\lambda) \\
\ell_{1}(\lambda) \\
\vdots \\
\ell_{n}(\lambda)
\end{array}\right] \quad \text { and } \quad B(\lambda)=\left[\begin{array}{c}
b_{0}(\lambda) \\
b_{1}(\lambda) \\
\vdots \\
b_{n}(\lambda)
\end{array}\right]
$$

to illustrate the construction of the pencil in Theorem 4.4. Note also that $\Lambda(\lambda)=$ $\ell(\lambda) b(\lambda) B(\lambda)$. Then, similar to (4.2)-(4.3), we have for the Lagrange polynomial (3.6)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(\Lambda(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{4.7}
\end{equation*}
$$

and for the barycentric Lagrange polynomial (3.8)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(B(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{4.8}
\end{equation*}
$$

where the product of the first block row of $C_{0}-\lambda C_{1}$ with $\Lambda(\lambda) \otimes I$ and $B(\lambda) \otimes I$ is the matrix polynomial $P(\lambda)$. The remaining products simply reproduce the relations of Lemma 4.3.

Corollary 4.5. Suppose that $\left(\lambda_{\star}, x\right)$ is an eigenpair of $P(\lambda)$ and that $L(\lambda)=C_{0}-\lambda C_{1}$ is defined by Theorem 4.4. Then, evaluating (4.7) and (4.8) at $\lambda_{\star}$ and multiplying to the right by $x$ yields

$$
L\left(\lambda_{\star}\right) \cdot\left(\Lambda\left(\lambda_{\star}\right) \otimes x\right)=L\left(\lambda_{\star}\right) \cdot\left(B\left(\lambda_{\star}\right) \otimes x\right)=0
$$

Thus, $\lambda_{\star}$ is also an eigenvalue of $L(\lambda)=C_{0}-\lambda C_{1}$ with the corresponding structured eigenvector $\Lambda\left(\lambda_{\star}\right) \otimes x$ or $B\left(\lambda_{\star}\right) \otimes x$, since $\Lambda\left(\lambda_{\star}\right)=\ell\left(\lambda_{\star}\right) b\left(\lambda_{\star}\right) B\left(\lambda_{\star}\right)$.

Proposition 4.6. Let $C_{0}$ and $C_{1}$ be defined by (4.5) and (4.6), respectively. Then, $C_{0}-\lambda C_{1}$ is a strong linearization of

$$
\begin{equation*}
\widehat{P}(\lambda):=\lambda^{n+1} 0_{s}+P(\lambda) . \tag{4.9}
\end{equation*}
$$

We will not prove this proposition, since the prove is similar to the one in [2] and the prove of the linearization in the next section.

### 4.3 Linearization of dimension $n s$

The linearizations from $\S 4.1$ and $\S 4.2$ are not linearizations of $P(\lambda)$ but of $\underline{\widehat{P}}(\lambda)(4.4)$ and $\widehat{P}(\lambda)(4.9)$, respectively. Consequently, they contain, beside all the eigenvalues of $P(\lambda)$, also extra eigenvalues at infinity. Here, we introduce a new linearization of dimension $n s$ which results in a one-to-one mapping between the eigenstructure of the original matrix polynomial $P(\lambda)$ and the pencil $C_{0}-\lambda C_{1}$, corresponding to both finite eigenvalues and the eigenvalue at infinity.

We start by defining

$$
\begin{equation*}
\tilde{\ell}_{i}(\lambda):=-\frac{\ell_{i}(\lambda)}{\lambda-\sigma_{i+1}}=-\ell(\lambda) \frac{w_{i}}{\left(\lambda-\sigma_{i}\right)\left(\lambda-\sigma_{i+1}\right)}, \quad i=0, \ldots, n-1 \tag{4.10}
\end{equation*}
$$

Next, using (4.10) for $i=n-1$ we can rewrite $\ell_{n}(\lambda)$ as follows

$$
\begin{equation*}
\ell_{n}(\lambda)=\frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right) \tilde{\ell}_{n-1}(\lambda) \tag{4.11}
\end{equation*}
$$

Then, combining (4.10) and (4.11) yields

$$
\begin{aligned}
P(\lambda) & =\sum_{i=0}^{n} A_{i} \ell_{i}(\lambda) \\
& =\sum_{i=0}^{n-1} A_{i} \ell_{i}(\lambda)+A_{n} \ell_{n}(\lambda) \\
& =\sum_{i=0}^{n-1} A_{i}\left(\sigma_{i+1}-\lambda\right) \tilde{\ell}_{i}(\lambda)+A_{n} \frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right) \tilde{\ell}_{n-1}(\lambda) \\
& =\sum_{i=0}^{n-2} A_{i}\left(\sigma_{i+1}-\lambda\right) \tilde{\ell}_{i}(\lambda)+\left[A_{n-1}\left(\sigma_{n}-\lambda\right)+A_{n} \frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right)\right] \tilde{\ell}_{n-1}(\lambda)
\end{aligned}
$$

Similarly, for the barycentric Lagrange polynomial we define

$$
\begin{equation*}
\widetilde{b}_{i}(\lambda):=-\frac{b_{i}(\lambda)}{\lambda-\sigma_{i+1}}=-\frac{1}{b(\lambda)} \cdot \frac{w_{i}}{\left(\lambda-\sigma_{i}\right)\left(\lambda-\sigma_{i+1}\right)}, \quad i=0, \ldots, n-1 \tag{4.12}
\end{equation*}
$$

and using (4.12) for $i=n-1$ we rewrite $b_{n}(\lambda)$ as follows

$$
\begin{equation*}
b_{n}(\lambda)=\frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right) \widetilde{b}_{n-1}(\lambda) \tag{4.13}
\end{equation*}
$$

Combining (4.12) and (4.13) results in

$$
P(\lambda)=\sum_{i=0}^{n-2} A_{i}\left(\sigma_{i+1}-\lambda\right) \widetilde{b}_{i}(\lambda)+\left[A_{n-1}\left(\sigma_{n}-\lambda\right)+A_{n} \frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right)\right] \widetilde{b}_{n-1}(\lambda)
$$

Before presenting the linearization, we formulate in the following lemma the relations between successive $\widetilde{\ell}_{i}(\lambda)$ and $\widetilde{b}_{i}(\lambda)$, respectively.

Lemma 4.7. Suppose $\widetilde{\ell}_{i}(\lambda)$ and $\widetilde{b}_{i}(\lambda)$ are defined by (4.10) and (4.12), respectively. Let $\widetilde{p}_{i}(\lambda)$ be $\widetilde{\ell}_{i}(\lambda)$ or $\widetilde{b}_{i}(\lambda)$, then

$$
\left(\lambda-\sigma_{i-1}\right) \widetilde{p}_{i-1}(\lambda)=\frac{w_{i-1}}{w_{i}}\left(\lambda-\sigma_{i+1}\right) \widetilde{p}_{i}(\lambda),
$$

for $i=1, \ldots, n-1$.

Proof. The relations between $\widetilde{p}_{i-1}(\lambda)$ and $\widetilde{p}_{i}(\lambda)$ follow immediately from the definitions of $\widetilde{\ell}_{i}(\lambda)$ and $\widetilde{b}_{i}(\lambda)$.
Theorem 4.8. Let $P(\lambda) \in \mathbb{C}^{s \times s}$ be a matrix polynomial of degree $n$ in modified Lagrange form (3.6) or in barycentric Lagrange form (3.8). Then, the $n s \times n s$ linear companion pencil

$$
L(\lambda)=C_{0}-\lambda C_{1},
$$

where

$$
C_{0}=\left[\begin{array}{ccccc}
\sigma_{1} A_{0} & \sigma_{2} A_{1} & \ldots & \sigma_{n-1} A_{n-2} & \sigma_{n} A_{n-1}+\sigma_{n-1} \theta_{n}^{-1} A_{n}  \tag{4.14}\\
\sigma_{0} I & -\sigma_{2} \theta_{1} I & & & \\
& \ddots & \ddots & & \\
& & \sigma_{n-3} I & -\sigma_{n-1} \theta_{n-2} I & \\
& & & \sigma_{n-2} I & -\sigma_{n} \theta_{n-1} I
\end{array}\right]
$$

and

$$
C_{1}=\left[\begin{array}{ccccc}
A_{0} & A_{1} & \cdots & A_{n-2} & A_{n-1}+\theta_{n}^{-1} A_{n}  \tag{4.15}\\
I & -\theta_{1} I & & & \\
& \ddots & \ddots & & \\
& & I & -\theta_{n-2} I & \\
& & & I & -\theta_{n-1} I
\end{array}\right]
$$

with $\theta_{i}=w_{i-1} / w_{i}$ for $i=1, \ldots, n$ is a linearization of $P(\lambda)$.
We now define

$$
\widetilde{\Lambda}(\lambda)=\left[\begin{array}{c}
\widetilde{\ell}_{0}(\lambda) \\
\widetilde{\ell}_{1}(\lambda) \\
\vdots \\
\widetilde{\ell}_{n-1}(\lambda)
\end{array}\right] \quad \text { and } \quad \widetilde{B}(\lambda)=\left[\begin{array}{c}
\widetilde{b}_{0}(\lambda) \\
\widetilde{b}_{1}(\lambda) \\
\vdots \\
\widetilde{b}_{n-1}(\lambda)
\end{array}\right]
$$

Note that $\widetilde{\Lambda}(\lambda)=\ell(\lambda) b(\lambda) \widetilde{B}(\lambda)$. Again, we have for the Lagrange polynomial (3.6)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(\widetilde{\Lambda}(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{4.16}
\end{equation*}
$$

and similarly for the barycentric Lagrange polynomial (3.8)

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right)(\widetilde{B}(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{4.17}
\end{equation*}
$$

where the product of the first block row of $C_{0}-\lambda C_{1}$ with $\widetilde{\Lambda}(\lambda) \otimes I$ and $\widetilde{B}(\lambda) \otimes I$ is the matrix polynomial $P(\lambda)$. The remaining products simply reproduce the relations of Lemma 4.7.

Corollary 4.9. Suppose that $\left(\lambda_{\star}, x\right)$ is an eigenpair of $P(\lambda)$ and that $L(\lambda)=C_{0}-\lambda C_{1}$ is defined by Theorem 4.8. Then, evaluating (4.16) and (4.17) at $\lambda_{\star}$ and multiplying to the right by $x$ yields

$$
L\left(\lambda_{\star}\right) \cdot\left(\widetilde{\Lambda}\left(\lambda_{\star}\right) \otimes x\right)=L\left(\lambda_{\star}\right) \cdot\left(\widetilde{B}\left(\lambda_{\star}\right) \otimes x\right)=0
$$

Thus, $\lambda_{\star}$ is also an eigenvalue of $L(\lambda)={\underset{\sim}{\sim}}_{0}-\lambda C_{1}$ with the corresponding structured eigenvector $\widetilde{\Lambda}\left(\lambda_{\star}\right) \otimes x$ or $\widetilde{B}\left(\lambda_{\star}\right) \otimes x$, since $\widetilde{\Lambda}\left(\lambda_{\star}\right)=\ell\left(\lambda_{\star}\right) b\left(\lambda_{\star}\right) \widetilde{B}\left(\lambda_{\star}\right)$.

We will now show that the linearization proposed in Theorem 4.8 is strong.

Theorem 4.10. The pencil $C_{0}-\lambda C_{1}$, as defined in (4.14)-(4.15), is a strong linearization of $P(\lambda)$.

Proof. The proof consists of three parts and is similar to the one in [2]. Weak linearization is established in parts (a) and (b). Part (a) concerns eigenvalues of $P(\lambda)$ which are not equal to an interpolation point $\sigma_{i}$ for any $i$. Part (b) concerns eigenvalues, which happen to coincide with an interpolation point, and completes the proof of the weak linearization property. Part (c) shows that the linearization is strong.

Part (a). We first introduce the $n s \times n s$ block permutation matrix

$$
S:=\left[\begin{array}{ccccc}
0 & I & & & \\
0 & 0 & I & & \\
\vdots & \vdots & \ddots & \ddots & \\
0 & 0 & \cdots & 0 & I \\
I & 0 & \cdots & 0 & 0
\end{array}\right]
$$

and note that $C_{0}-\lambda C_{1}$ is a strong linearization if and only if the same is true for $S\left(C_{0}-\right.$ $\left.\lambda C_{1}\right)$. Define the $\lambda$-dependent block LU decomposition of $S\left(C_{0}-\lambda C_{1}\right)=L(\lambda) U(\lambda)$, where

$$
L(\lambda)=\left[\begin{array}{cccc}
I & & &  \tag{4.18}\\
& \ddots & & \\
& & I & \\
L_{n, 1}(\lambda) & \cdots & L_{n, n-1}(\lambda) & I
\end{array}\right]
$$

with

$$
\begin{equation*}
L_{n, i}(\lambda)=\sum_{k=0}^{i-1} \frac{w_{k}}{w_{i-1}} \frac{\lambda-\sigma_{i}}{\lambda-\sigma_{k}} A_{k}, \quad i=1, \ldots, n-1 \tag{4.19}
\end{equation*}
$$

and

$$
U(\lambda)=\left[\begin{array}{cccc}
-\left(\lambda-\sigma_{0}\right) I & \left(\lambda-\sigma_{2}\right) \theta_{1} I & &  \tag{4.20}\\
& \ddots & \ddots & \\
& & -\left(\lambda-\sigma_{n-2}\right) I & \left(\lambda-\sigma_{n}\right) \theta_{n-1} I \\
U_{n, n}(\lambda)
\end{array}\right]
$$

with

$$
U_{n, n}(\lambda)=-\frac{P(\lambda)}{w_{n-1}\left(\lambda-\sigma_{0}\right) \cdots\left(\lambda-\sigma_{n-2}\right)} .
$$

Note that $L(\lambda)$ is well-defined and nonsingular for all $\lambda \neq \sigma_{i}$ and $\operatorname{det} L(\lambda) \equiv \pm 1$. However, $U(\lambda)$ is singular at the eigenvalues of $P(\lambda)$ and, since we supposed $\lambda \neq \sigma_{i}$ in this part of the proof, all these eigenvalues are associated with $U_{n, n}(\lambda)$. Therefore, we define $\widetilde{U}(\lambda)$ to be the same as $U(\lambda)$ except for the last block entry which is replaced by

$$
\widetilde{U}_{n, n}(\lambda)=\frac{I}{w_{n-1}\left(\lambda-\sigma_{0}\right) \cdots\left(\lambda-\sigma_{n-2}\right)},
$$

then we also have $\operatorname{det} \widetilde{U}(\lambda)$ is a nonzero constant and

$$
S\left(C_{0}-\lambda C_{1}\right)=L(\lambda) U(\lambda)=L(\lambda)\left[\begin{array}{cc}
I_{(n-1) s} & 0 \\
0 & \widehat{P}(\lambda)
\end{array}\right] \widetilde{U}(\lambda)
$$

Thus, it follows that

$$
\left[\begin{array}{cc}
I_{(n-1) s} & 0 \\
0 & \widehat{P}(\lambda)
\end{array}\right]=E(\lambda)\left(C_{0}-\lambda C_{1}\right) F(\lambda)
$$

where $E(\lambda):=L^{-1}(\lambda) S$ and $F(\lambda):=\widetilde{U}^{-1}(\lambda)$ are analytic and invertible at those eigenvalues which do not coincide with the interpolation points. For completeness, we now give the explicit forms of $E(\lambda)$ and $F(\lambda)$

$$
\begin{align*}
& E(\lambda)=\left[\begin{array}{ccccc}
0 & I & & & \\
& 0 & I & & \\
& & \ddots & \ddots & \\
I & -L_{n, 1}(\lambda) & -L_{n, 2}(\lambda) & \cdots & -L_{n, n-1}(\lambda)
\end{array}\right],  \tag{4.21}\\
& F_{i, j}(\lambda)=\left\{\begin{array}{cl}
-\frac{1}{\lambda-\sigma_{i-1}} I, & \\
i=1, \ldots, n-1 \\
-\frac{w_{i-1}\left(\lambda-\sigma_{j}\right)}{w_{j-1}\left(\lambda-\sigma_{i-1}\right)\left(\lambda-\sigma_{i}\right)} I, & i=1, \ldots, n-2 \\
-j_{i-1} \frac{\prod_{k=0}^{n}\left(\lambda-\sigma_{k}\right)}{\left(\lambda-\sigma_{i-1}\right)\left(\lambda-\sigma_{i}\right)} I+1, \ldots, n-1 \\
0 & \\
0 & \\
& j=1, \ldots, n \\
& \\
& \text { otherwise }
\end{array},\right. \tag{4.22}
\end{align*}
$$

where $L_{n, i}(\lambda), i=1, \ldots, n-1$ is defined by (4.19).
Part (b). By using the construction of equivalence transformations which are welldefined everywhere except at the nodes, part (a) of the proof shows that the partial multiplicities of all finite eigenvalues of $P(\lambda)$, with the possible exception of an eigenvalue at a interpolation point $\sigma_{i}, i=0, \ldots, n$ are reproduced in $C_{0}-\lambda C_{1}$. Now suppose that $\sigma_{i}$ is an eigenvalue of $P(\lambda)$ and also an interpolation point. Without loss of generality, we can reorder the nodes so that this node becomes $\sigma_{n}$.

We will show that the partial multiplicities of $\sigma_{n}$ in $P(\lambda)$ and $C_{0}-\lambda C_{1}$ are the same. Therefore, we return to the $\lambda$-dependent block LU decomposition of $S\left(C_{0}-\lambda C_{1}\right)=$ $L(\lambda) U(\lambda)$ and once again, we define $E(\lambda)$ and $F(\lambda)$ as in (4.21) and (4.22), respectively. Now, we observe that they are analytic in some neighbourhood of $\sigma_{n}$. Hence, the partial multiplicities of an eigenvalue, which is also an interpolation point, are the same for $P(\lambda)$ and $C_{0}-\lambda C_{1}$. Consequently, all finite eigenvalues of $P(\lambda)$ reappear in $C_{0}-\lambda C_{1}$, together with their partial multiplicities. Hence, together with part (a), this concludes the proof for $C_{0}-\lambda C_{1}$ to be a weak linearization of $P(\lambda)$.

Part (c). In order to proof the linearization is strong, we consider the reverse polynomial $P^{\#}(\lambda)$ and using Theorem 2.4, we need to show that there exist matrix functions $H(\lambda)$ and $K(\lambda)$ which are unimodular and analytic on a neighbourhood of $\lambda=0$ and for which

$$
\left[\begin{array}{cc}
I_{(n-1) s} & 0 \\
0 & P^{\#}(\lambda)
\end{array}\right]=H(\lambda)\left(\lambda C_{0}-C_{1}\right) K(\lambda) .
$$

Firstly, we return to the LU decomposition of $S\left(C_{0}-\lambda C_{1}\right)$ and apply the transformation $\lambda \rightarrow \lambda^{-1}$, which yields

$$
S\left(\lambda C_{0}-C_{1}\right)=\lambda L\left(\lambda^{-1}\right) U\left(\lambda^{-1}\right)
$$

Thus, we obtain the LU factors for the reverse pencil: $S\left(\lambda C_{0}-C_{1}\right)=L_{\mathrm{rev}}(\lambda) U_{\mathrm{rev}}(\lambda)$, where

$$
L_{\mathrm{rev}}(\lambda):=L\left(\lambda^{-1}\right), \quad U_{\mathrm{rev}}(\lambda):=\lambda U\left(\lambda^{-1}\right)
$$

with $L(\lambda)$ and $U(\lambda)$ defined by (4.18) and (4.20), respectively. Note that $L_{\mathrm{rev}}(\lambda)$ is well-defined and nonsingular for all $\lambda \neq 1 / \sigma_{i}$ and $\operatorname{det} L_{\mathrm{rev}}(\lambda) \equiv \pm 1$. Similarly to part (a), we define $\widetilde{U}_{\text {rev }}(\lambda)$ to be the same as $U_{\text {rev }}(\lambda)$ except for the last block entry which is replaced by

$$
\widetilde{U}_{\mathrm{rev} n, n}(\lambda)=-\frac{I}{w_{n-1}\left(1-\lambda \sigma_{0}\right) \cdots\left(1-\lambda \sigma_{n-2}\right)}
$$

Thus, $\operatorname{det} \widetilde{U}_{\text {rev }}(\lambda)$ is a nonzero constant and

$$
S\left(\lambda C_{0}-C_{1}\right)=L_{\mathrm{rev}}(\lambda) U_{\mathrm{rev}}(\lambda)=L_{\mathrm{rev}}(\lambda)\left[\begin{array}{cc}
I_{(n-1) s} & 0 \\
0 & P^{\#}(\lambda)
\end{array}\right] \widetilde{U}_{\mathrm{rev}}(\lambda)
$$

and we define $H(\lambda):=\left[L_{\mathrm{rev}}(\lambda)\right]^{-1} S$ and $K(\lambda):=\left[\widetilde{U}_{\mathrm{rev}}(\lambda)\right]^{-1}$. Note that $H(\lambda)=E\left(\lambda^{-1}\right)$ and

$$
K_{i, j}(\lambda)=\left\{\begin{array}{cl}
-\frac{1}{1-\lambda \sigma_{i-1}} I, &  \tag{4.23}\\
i=1, \ldots, n-1 \\
-\frac{w_{i-1}\left(1-\lambda \sigma_{j}\right)}{w_{j-1}\left(1-\lambda \sigma_{i-1}\right)\left(1-\lambda \sigma_{i}\right)} I, & \\
i=i & =1, \ldots, n-2 \\
-w_{i-1}^{n} \frac{\prod_{k=0}^{n}\left(1-\lambda \sigma_{k}\right)}{\left(1-\lambda \sigma_{i-1}\right)\left(1-\lambda \sigma_{i}\right)} I & \\
0 & \\
0 & j=1, \ldots, n \\
& \\
& \\
& \text { otherwise }
\end{array} .\right.
$$

In order to examine the behaviour of $S\left(\lambda C_{0}-C_{1}\right)$ near 0 , we consider the properties of $H(0)$ and $K(0)$. Since $\lim _{\lambda \rightarrow \infty} L_{n, i}(\lambda)$ is constant, with $L_{n, i}(\lambda)$ as defined by (4.19), it follows from (4.18) that $\lim _{\lambda \rightarrow 0} L\left(\lambda^{-1}\right)$ is constant too and hence $\lim _{\lambda \rightarrow 0} L^{-1}\left(\lambda^{-1}\right)$ is constant. By definition, it follows that $H(\lambda)$ is analytic and invertible at $\lambda=0$. From (4.23) we observe that $\lim _{\lambda \rightarrow 0} K(\lambda)$ is a constant upper-triangular matrix with nonzero diagonal entries. Consequently, $K(\lambda)$ is also analytic and invertible at $\lambda=0$. This completes the proof.

## 5 Exploitation of pencil structure

The companion-type matrices of the pencil $L(\lambda)=C_{0}-\lambda C_{1}$ from Theorem 4.8 are of dimension $n s$. Thus, as a consequence of linearization, the problem dimension is multiplied by $n$. However, in Krylov-type methods we can exploit the structure of $C_{0}$ and $C_{1}(4.14)-(4.15)$ such that we only have to deal with matrices of the original polynomial dimension $s$.

Theorem 5.1. Let $C_{0}$ and $C_{1}$ be defined by (4.14) and (4.15), respectively. Then, the linear system

$$
\begin{equation*}
\left(C_{0}-\lambda C_{1}\right) x=y \tag{5.1}
\end{equation*}
$$

with $\lambda \in \mathbb{C}$ can be efficiently solved by using only $n$ matrix-vector products of dimension $s$ and one linear system solve of dimension $s$.

Proof. Let

$$
x:=\left[\begin{array}{llll}
x_{1}^{*} & x_{2}^{*} & \cdots & x_{n}^{*}
\end{array}\right]^{*}, \quad \text { and } \quad y:=\left[\begin{array}{llll}
y_{1}^{*} & y_{2}^{*} & \cdots & y_{n}^{*}
\end{array}\right]^{*},
$$

where $x_{i}, y_{i} \in \mathbb{C}^{s}$ for $i=1, \ldots, n$. Then, the first block row of (5.1) results in

$$
\begin{equation*}
\sum_{k=1}^{n}\left(\sigma_{k}-\lambda\right) A_{k-1} x_{k}+\frac{w_{n}}{w_{n-1}}\left(\sigma_{n-1}-\lambda\right) A_{n} x_{n}=y_{1} \tag{5.2}
\end{equation*}
$$

and the next block rows can be written as

$$
\begin{equation*}
x_{i}=\frac{w_{i-1}}{w_{i-2}} \cdot \frac{1}{\lambda-\sigma_{i}} y_{i}+\frac{w_{i-1}}{w_{i-2}} \cdot \frac{\lambda-\sigma_{i-2}}{\lambda-\sigma_{i}} x_{i-1}, \quad i=2, \ldots, n . \tag{5.3}
\end{equation*}
$$

Now, substituting the relations (5.3) into (5.2) yields

$$
-\frac{1}{w_{0}}\left(\lambda-\sigma_{0}\right)\left(\lambda-\sigma_{1}\right)\left(\sum_{k=0}^{n} \frac{w_{k}}{\lambda-\sigma_{k}} A_{k}\right) x_{1}=y_{1}+\sum_{i=1}^{n} A_{i} \sum_{j=1}^{i} \frac{w_{i}}{w_{j-1}} \cdot \frac{\lambda-\sigma_{j}}{\lambda-\sigma_{i}} y_{j+1},
$$

with $y_{n+1}:=0$ and which can be rewritten as follows

$$
\begin{equation*}
P(\lambda) x_{1}=\frac{-w_{0} \ell(\lambda)}{\left(\lambda-\sigma_{0}\right)\left(\lambda-\sigma_{1}\right)}\left(y_{1}+\sum_{i=1}^{n} A_{i} \sum_{j=1}^{i} \frac{w_{i}}{w_{j-1}} \cdot \frac{\lambda-\sigma_{j}}{\lambda-\sigma_{i}} y_{j+1}\right) \tag{5.4}
\end{equation*}
$$

or

$$
\begin{equation*}
P(\lambda) x_{1}=\frac{-w_{0}}{\left(\lambda-\sigma_{0}\right)\left(\lambda-\sigma_{1}\right) b(\lambda)}\left(y_{1}+\sum_{i=1}^{n} A_{i} \sum_{j=1}^{i} \frac{w_{i}}{w_{j-1}} \cdot \frac{\lambda-\sigma_{j}}{\lambda-\sigma_{i}} y_{j+1}\right), \tag{5.5}
\end{equation*}
$$

Note that, taking into account the definition of $\ell(\lambda)$ and $b(\lambda)$, the righthand sides of (5.4) and (5.5), respectively, have polynomial dependence on $\lambda$. Thus, from (5.4) or (5.5) we can compute $x_{1}$ with only one linear system solve with $P(\lambda)$ and $n$ matrix-vector products. Next, $x_{2}, \ldots, x_{n}$ can be computed from (5.3), which completes the proof.

Note that, in case $\lambda$ is equal to one of the interpolation points $\sigma_{i}$, the linear system (5.1) has the following sparsity pattern

$$
\left[\begin{array}{cccc|c|c|cccc}
\star & \star & \cdots & \star & 0 & \star & \star & \star & \cdots & \star \\
\hline \star & \star & & & & & & & & \\
& \ddots & \ddots & & & & & & & \\
& & \star & \star & & & & & & \\
& & \star & 0 & & & & & \\
\hline & & & & \star & \star & & & & \\
& & & & & 0 & \star & & & \\
& & & & & & \star & \star & & \\
& & & & & & & \ddots & \ddots & \\
& & & & & & & \star & \star
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
\frac{x_{i-1}}{x_{i}} \\
\frac{x_{i+1}}{x_{i+2}} \\
x_{i+3} \\
\vdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
\hline y_{2} \\
\vdots \\
y_{i-1} \\
y_{i} \\
\hline y_{i+1} \\
\hline y_{i+2} \\
y_{i+3} \\
\vdots \\
y_{n}
\end{array}\right],
$$

which yields a decoupling. The system can now be solved by using forward and backward substitution. Again, we only need $n$ matrix-vector products and one linear system solve, both of dimension $s$.

## 6 Hermite interpolation

In the previous sections, we considered interpolating matrix polynomials in distinct points. From here on, we also allow multiple interpolation. We start with reviewing the Hermite interpolating Lagrange and barycentric matrix polynomial. The next section discusses its corresponding linearizations.

### 6.1 Lagrange Hermite form

We still suppose that $\sigma_{i}, i=0, \ldots, n$ are $n+1$ distinct interpolation points, but now with corresponding multiplicities $m_{i}$, with

$$
m_{0}+\cdots+m_{n}=N+1
$$

where $N$ is the degree of the corresponding interpolating polynomial $P(\lambda)$. The Lagrange form can now be generalized to multiple interpolation by

$$
P(\lambda)=\sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} \ell_{i, j}(\lambda),
$$

where

$$
\begin{equation*}
\ell_{i, j}(\lambda)=\ell(\lambda) \sum_{k=j}^{m_{i}-1} \frac{w_{i, k}}{\left(\lambda-\sigma_{i}\right)^{k-j+1}}, \tag{6.1}
\end{equation*}
$$

is the generalization of (3.5) for multiple interpolation with

$$
\ell(\lambda)=\left(\lambda-\sigma_{0}\right)^{m_{0}}\left(\lambda-\sigma_{1}\right)^{m_{1}} \cdots\left(\lambda-\sigma_{n}\right)^{m_{n}},
$$

the generalization of (3.3). The constants $w_{i, j}$ are called the generalized barycentric weights. For the computation of these $w_{i, k}$ we refer to [4, 13]. Similar to (3.6), we can bring the factor $\ell(\lambda)$ in front of the sums, yielding

$$
\begin{equation*}
P(\lambda)=\ell(\lambda) \sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} \sum_{k=j}^{m_{i}-1} \frac{w_{i, k}}{\left(\lambda-\sigma_{i}\right)^{k+1}} . \tag{6.2}
\end{equation*}
$$

### 6.2 Barycentric Hermite form

The barycentric interpolating matrix polynomial for multiple interpolation can be obtained in a similar way as in Section 3.3. Again, we start from

$$
\begin{equation*}
1=\ell(\lambda) \sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{w_{i, j}}{\left(\lambda-\sigma_{i}\right)^{j+1}} . \tag{6.3}
\end{equation*}
$$

Dividing the Lagrange Hermite form (6.2) by (6.3) and cancelling out the common factor $\ell(\lambda)$, we obtain the barycentric Hermite form:

$$
\begin{equation*}
P(\lambda)=\frac{\sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} \sum_{k=j}^{m_{i}-1} \frac{w_{i, k}}{\left(\lambda-\sigma_{i}\right)^{k+1}}}{\sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{w_{i, j}}{\left(\lambda-\sigma_{i}\right)^{j+1}}}=\sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} b_{i, j}(\lambda), \tag{6.4}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{i, j}(\lambda)=\frac{1}{b(\lambda)} \sum_{k=j}^{m_{i}-1} \frac{w_{i, k}}{\left(\lambda-\sigma_{i}\right)^{k-j+1}}, \quad i=0, \ldots, n, \quad j=0, \ldots, m_{i}-1 \tag{6.5}
\end{equation*}
$$

with

$$
b(\lambda)=\sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{w_{i, j}}{\left(\lambda-\sigma_{i}\right)^{j+1}} .
$$

## 7 Linearization of the Lagrange and barycentric Hermite polynomial

The linearization of the Lagrange polynomial by Amiraslani [1] was generalized for multiple interpolation by Shakoori [14]. We review this linearization for the Hermite

Lagrange and barycentric Hermite matrix polynomial. Next, we generalize our new linearization of $\S 4.3$ for which there is again a one-to-one correspondence between the eigenvalues of the original matrix polynomial $P(\lambda)$ and the ones of the companion pencil $C_{0}-\lambda C_{1}$.

### 7.1 Linearization of dimension $(N+2) s$

The companion pencil of the barycentric Hermite polynomial was introduced in $[14,5]$. Here, we review this linearization for matrix polynomials in a slightly different form by the following theorem.
Theorem 7.1. Let $P(\lambda) \in \mathbb{C}^{s \times s}$ be a matrix polynomial of degree $N$ in Lagrange Hermite form (6.2) or in barycentric Hermite form (6.4). Then, the $(N+2) s \times(N+2) s$ linear companion pencil

$$
L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1},
$$

where

$$
\mathbf{C}_{0}=\left[\begin{array}{ccccc}
\mathbf{A}_{0} & \mathbf{A}_{1} & \cdots & \mathbf{A}_{n} & 0  \tag{7.1}\\
\mathbf{J}_{0} & & & & \mathbf{W}_{0} \\
& \mathbf{J}_{1} & & & \mathbf{W}_{1} \\
& & \ddots & & \vdots \\
& & & \mathbf{J}_{n} & \mathbf{W}_{n}
\end{array}\right], \quad \mathbf{C}_{1}=\left[\begin{array}{ccccc}
0 & & & & \\
I & 0 & & & \\
& I & 0 & & \\
& & \ddots & \ddots & \\
& & & I & 0
\end{array}\right]
$$

with

$$
\begin{array}{rlr}
\mathbf{A}_{i} & =\left[\begin{array}{llll}
\frac{A_{i}^{(0)}}{0!} & \frac{A_{i}^{(1)}}{1!} & \cdots & \frac{A_{i}^{\left(m_{i}-1\right)}}{\left(m_{i}-1\right)!}
\end{array}\right] \in \mathbb{C}^{s \times m_{i} s}, & i=0, \ldots, n \\
\mathbf{W}_{i} & =\left[\begin{array}{c}
w_{i, 0} I \\
w_{i, 1} I \\
\vdots \\
w_{i, m_{i}-1} I
\end{array}\right] \in \mathbb{C}^{m_{i} s \times s}, & i=0, \ldots, n \\
\mathbf{J}_{i} & =\left[\begin{array}{cccc}
\sigma_{i} I & I & \\
& \ddots & \ddots & \\
& & \sigma_{i} I & I \\
& & \sigma_{i} I
\end{array}\right] \in \mathbb{C}^{m_{i} s \times m_{i} s}, & i=0, \ldots, n \tag{7.4}
\end{array}
$$

is a linearization of $P(\lambda)$.
In order to illustrate the construction of the pencil in Theorem 7.1, we define $\underline{\boldsymbol{\Lambda}}(\lambda)$ and $\underline{\mathbf{B}}(\lambda)$ as follows

$$
\underline{\boldsymbol{\Lambda}}(\lambda)=\left[\begin{array}{c}
\ell_{0}(\lambda) \\
\ell_{1}(\lambda) \\
\vdots \\
\ell_{n}(\lambda) \\
\ell(\lambda)
\end{array}\right] \quad \text { and } \quad \underline{\mathbf{B}}(\lambda)=\left[\begin{array}{c}
\mathbf{b}_{0}(\lambda) \\
\mathbf{b}_{1}(\lambda) \\
\vdots \\
\mathbf{b}_{n}(\lambda) \\
b(\lambda)
\end{array}\right]
$$

respectively, where

$$
\ell_{i}(\lambda)=\left[\begin{array}{c}
\ell_{i, 0}(\lambda)  \tag{7.5}\\
\ell_{i, 1}(\lambda) \\
\vdots \\
\ell_{i, m_{i}-1}(\lambda)
\end{array}\right] \quad \text { and } \quad \mathbf{b}_{i}(\lambda)=\left[\begin{array}{c}
b_{i, 0}(\lambda) \\
b_{i, 1}(\lambda) \\
\vdots \\
b_{i, m_{i}-1}(\lambda)
\end{array}\right]
$$

for $i=0, \ldots, n$. Note that $\underline{\boldsymbol{\Lambda}}(\lambda)=\ell(\lambda) b(\lambda) \underline{\mathbf{B}}(\lambda)$. Then, we have for the Hermite Lagrange polynomial (6.2)

$$
\begin{equation*}
\left(\mathbf{C}_{0}-\lambda \mathbf{C}_{1}\right)(\underline{\boldsymbol{\Lambda}}(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{7.6}
\end{equation*}
$$

and for the barycentric Hermite polynomial (6.4)

$$
\begin{equation*}
\left(\mathbf{C}_{0}-\lambda \mathbf{C}_{1}\right)(\underline{\mathbf{B}}(\lambda) \otimes I)=e_{1} \otimes P(\lambda) \tag{7.7}
\end{equation*}
$$

where the product of the first $s$ rows of $\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ with $\underline{\boldsymbol{\Lambda}}(\lambda) \otimes I$ and $\underline{\mathbf{B}}(\lambda) \otimes I$ is the matrix polynomial $P(\lambda)$ and the remaining products simply reproduce the relations (6.1) and (6.5), respectively.

Corollary 7.2. Suppose that $\left(\lambda_{\star}, x\right)$ is an eigenpair of $P(\lambda)$ and that $L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ is defined by Theorem 7.1. Then, evaluating (7.6) and (7.7) at $\lambda_{\star}$ and multiplying to the right by $x$ yields

$$
L\left(\lambda_{\star}\right) \cdot\left(\underline{\boldsymbol{\Lambda}}\left(\lambda_{\star}\right) \otimes x\right)=L\left(\lambda_{\star}\right) \cdot\left(\underline{\mathbf{B}}\left(\lambda_{\star}\right) \otimes x\right)=0 .
$$

Thus, $\lambda_{\star}$ is also an eigenvalue of $L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ with the corresponding structured eigenvector $\underline{\boldsymbol{\Lambda}}\left(\lambda_{\star}\right) \otimes x$ or $\underline{\mathbf{B}}\left(\lambda_{\star}\right) \otimes x$, since $\underline{\boldsymbol{\Lambda}}\left(\lambda_{\star}\right)=\ell\left(\lambda_{\star}\right) b\left(\lambda_{\star}\right) \underline{\mathbf{B}}\left(\lambda_{\star}\right)$.

### 7.2 Linearization of dimension $N s$

We now propose a new linearization for the Hermite Lagrange and barycentric Hermite polynomial which consists of a companion pencil of dimensions $N s \times N s$ instead of $(N+2) s \times(N+2) s$.

Similar to $\S 4.3$, we use $\widetilde{p}_{i, j}(\lambda)$ to denote

$$
\begin{array}{ll}
\widetilde{p}_{i, j}(\lambda):=-\frac{p_{i, j}(\lambda)}{\lambda-\sigma_{i+1}}, & i=0, \ldots, n-1 \\
\widetilde{p}_{n, j}(\lambda):=-\frac{p_{n, j}(\lambda)}{\lambda-\sigma_{n-1}}, & j=0, \ldots, m_{i}-1  \tag{7.8}\\
& j=0, \ldots, m_{i}-2
\end{array}
$$

where $p_{i, j}(\lambda)$ is $\ell_{i, j}(\lambda)$ or $b_{i, j}(\lambda)$. Next, using (7.8) we can rewrite $p_{n, m_{n}-1}(\lambda)$ as follows

$$
\begin{equation*}
p_{n, m_{n}-1}(\lambda)=\frac{w_{n, m_{n}-1}}{w_{n-1, m_{n-1}-1}}\left(\sigma_{n-1}-\lambda\right) \widetilde{p}_{n-1, m_{n-1}-1}(\lambda) \tag{7.9}
\end{equation*}
$$

Then, combining (7.8) and (7.9) yields

$$
\begin{aligned}
P(\lambda)= & \sum_{i=0}^{n} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} p_{i, j}(\lambda), \\
= & \sum_{i=0}^{n-1} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!} p_{i, j}(\lambda)+\sum_{j=0}^{m_{n}-2} \frac{A_{n}^{(j)}}{j!} p_{n, j}(\lambda)+\frac{A_{n}^{\left(m_{n}-1\right)}}{\left(m_{n}-1\right)!} p_{n, m_{n}-1}(\lambda), \\
= & \sum_{i=0}^{n-1} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!}\left(\sigma_{i+1}-\lambda\right) \widetilde{p}_{i, j}(\lambda)+\sum_{j=0}^{m_{n}-2} \frac{A_{n}^{(j)}}{j!}\left(\sigma_{n-1}-\lambda\right) \widetilde{p}_{n, j}(\lambda) \\
& +\frac{A_{n}^{\left(m_{n}-1\right)}}{\left(m_{n}-1\right)!} \frac{w_{n, m_{n}-1}}{w_{n-1, m_{n-1}-1}}\left(\sigma_{n-1}-\lambda\right) \widetilde{p}_{n-1, m_{n-1}-1}(\lambda)
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{i=0}^{n-2} \sum_{j=0}^{m_{i}-1} \frac{A_{i}^{(j)}}{j!}\left(\sigma_{i+1}-\lambda\right) \widetilde{p}_{i, j}(\lambda)+\sum_{j=0}^{m_{n-1}-2} \frac{A_{n-1}^{(j)}}{j!}\left(\sigma_{n}-\lambda\right) \widetilde{p}_{n-1, j}(\lambda) \\
& +\left[\frac{A_{n-1}^{\left(m_{n-1}-1\right)}}{\left(m_{n-1}-1\right)!}\left(\sigma_{n}-\lambda\right)+\frac{A_{n}^{\left(m_{n}-1\right)}}{\left(m_{n}-1\right)!} \frac{w_{n, m_{n}-1}}{w_{n-1, m_{n-1}-1}}\left(\sigma_{n-1}-\lambda\right)\right] \widetilde{p}_{n-1, m_{n-1}-1}(\lambda), \\
& +\sum_{j=0}^{m_{n}-2} \frac{A_{n}^{(j)}}{j!}\left(\sigma_{n-1}-\lambda\right) \widetilde{p}_{n, j}(\lambda) .
\end{aligned}
$$

Before presenting the linearization, we formulate the relations between successive $\widetilde{\ell}_{i, j}(\lambda)$ and $\widetilde{b}_{i, j}(\lambda)$, respectively, in the following lemma.

Lemma 7.3. Suppose that $\widetilde{p}_{i, j}(\lambda)$ is $\widetilde{\ell}_{i, j}(\lambda)$ or $\widetilde{b}_{i, j}(\lambda)$, defined by (7.8). Then, we have the following relations

$$
\begin{aligned}
\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, 0}(\lambda) & =\widetilde{p}_{i, 1}(\lambda)+\frac{w_{i, 0}}{w_{i, m_{i}-1}}\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, m_{i}-1}(\lambda), \\
\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, 1}(\lambda)= & \widetilde{p}_{i, 2}(\lambda)+\frac{w_{i, 1}}{w_{i, m_{i}-1}}\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, m_{i}-1}(\lambda), \\
& \vdots \\
\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, m_{i}-2}(\lambda) & =\widetilde{p}_{i, m_{i}-1}(\lambda)+\frac{w_{i, m_{i}-2}}{w_{i, m_{i}-1}}\left(\lambda-\sigma_{i}\right) \widetilde{p}_{i, m_{i}-1}(\lambda),
\end{aligned}
$$

for $i=0, \ldots, n-1$ and

$$
\left(\lambda-\sigma_{i-1}\right) \widetilde{p}_{i-1, m_{i-1}-1}(\lambda)=\frac{w_{i-1, m_{i-1}-1}}{w_{i, m_{i}-1}}\left(\lambda-\sigma_{i+1}\right) \widetilde{p}_{i, m_{i}-1}(\lambda)
$$

for $i=1, \ldots, n-2$. We also have

$$
\begin{aligned}
\left(\lambda-\sigma_{n}\right) \widetilde{p}_{n, 0}(\lambda) & =\widetilde{p}_{n, 1}(\lambda)+\frac{w_{n, 0}}{w_{n-1, m_{n-1}-1}}\left(\lambda-\sigma_{n}\right) \widetilde{p}_{n-1, m_{n-1}-1}(\lambda), \\
& \vdots \\
\left(\lambda-\sigma_{n}\right) \widetilde{p}_{n, m_{n}-3}(\lambda) & =\widetilde{p}_{n, m_{n}-2}(\lambda)+\frac{w_{n, m_{n}-3}}{w_{n-1, m_{n-1}-1}}\left(\lambda-\sigma_{n}\right) \widetilde{p}_{n-1, m_{n-1}-1}(\lambda), \\
\left(\lambda-\sigma_{n}\right) \widetilde{p}_{n, m_{n}-2}(\lambda) & =\left(\frac{w_{n, m_{n}-1}}{w_{n-1, m_{n-1}-1}}+\frac{w_{n, m_{n}-2}}{w_{n-1, m_{n-1}-1}}\left(\lambda-\sigma_{n}\right)\right) \widetilde{p}_{n-1, m_{n-1}-1}(\lambda) .
\end{aligned}
$$

Proof. These relations follow immediately from the definitions $(7.8)$ of $\widetilde{\ell}_{i, j}(\lambda)$ and $\widetilde{b}_{i, j}(\lambda)$ and the relation (7.9).
Theorem 7.4. Let $P(\lambda) \in \mathbb{C}^{n \times n}$ be a matrix polynomial of degree $N$ in Lagrange Hermite form (6.2) or in barycentric Hermite form (6.4). Then, the $N s \times N$ s linear companion pencil

$$
L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1},
$$

where

$$
\begin{align*}
& \mathbf{C}_{1}=\left[\right. \tag{7.10}
\end{align*}
$$

with $\mathbf{A}_{i}, i=0,1, \ldots, n-1$ as defined by (7.2) and

$$
\begin{aligned}
\mathbf{A}_{i} & =\left[\begin{array}{cccc}
\frac{A_{i}^{(0)}}{0!} & \frac{A_{i}^{(1)}}{1!} & \cdots & \frac{A_{i}^{\left(m_{i}-1\right)}}{\left(m_{i}-1\right)!}
\end{array}\right], & i=0, \ldots, n-1, \\
\boldsymbol{\Pi}_{i} & =\left[\begin{array}{lllll}
0 & \cdots & 0 & \frac{w_{i-1, m_{i-1}-1}^{w_{i, m_{i}-1}} I}{}
\end{array}\right], & i=1, \ldots, n-1, \\
\boldsymbol{\Gamma}_{i} & =\left[\begin{array}{lllll}
0 & \cdots & 0 & I
\end{array}\right], & i=0, \ldots, n-2, \\
\boldsymbol{\Theta}_{i} & =\left[\begin{array}{ccccc}
\sigma_{i} I & I & & -\sigma_{i} \frac{w_{i, 0}}{w_{i, m_{i}-1}} I \\
& \ddots & \ddots & \vdots \\
& & \sigma_{i} I & I & -\sigma_{i} \frac{w_{i, m_{i}-3}}{w_{i, m_{i}-1}} I \\
& & & \sigma_{i} I & \left(1-\sigma_{i} \frac{w_{i, m_{i}-2}}{w_{i, m_{i}-1}}\right) I
\end{array}\right], & i=0, \ldots, n-1, \\
\boldsymbol{\Delta}_{i} & =\left[\begin{array}{llll}
I & & & -\frac{w_{i, 0}}{w_{i, m_{i}-1}} I \\
& \ddots & & \vdots \\
& I & & -\frac{w_{i, m_{i}-3}^{w_{i, m_{i}-1}}}{w_{i}} I \\
w_{i, m_{i}-1}
\end{array}\right], & i=0, \ldots, n-1,
\end{aligned}
$$

where $\mathbf{A}_{i}, \boldsymbol{\Gamma}_{i}, \boldsymbol{\Pi}_{i} \in \mathbb{C}^{s \times m_{i} s}$ and $\boldsymbol{\Theta}_{i}, \boldsymbol{\Delta}_{i} \in \mathbb{C}^{\left(m_{i}-1\right) s \times m_{i} s}$ and

$$
\begin{aligned}
\widetilde{\mathbf{A}}_{n-1} & =\left[\begin{array}{llll}
0 & \cdots & 0 & \frac{w_{n, m_{n}-1}}{w_{n-1, m_{n-1}-1}} \frac{A_{n}^{\left(m_{n}-1\right)}}{\left(m_{n}-1\right)!}
\end{array}\right] \in \mathbb{C}^{s \times m_{n-1} s}, \\
\widetilde{\mathbf{A}}_{n} & =\left[\begin{array}{llll}
\frac{A_{n}^{(0)}}{0!} & \frac{A_{n}^{(1)}}{1!} & \cdots & \frac{A_{n}^{\left(m_{n}-2\right)}}{\left(m_{n}-2\right)!}
\end{array}\right] \in \mathbb{C}^{s \times\left(m_{n}-1\right) s},
\end{aligned}
$$

$$
\begin{aligned}
& \widetilde{\boldsymbol{\Theta}}_{n-1}=\left[\begin{array}{cccc}
0 & & & -\sigma_{n} \frac{w_{n, 0}}{w_{n-1}, m_{n-1}-1}
\end{array}\right]=\left[\begin{array}{l}
\vdots \\
\\
\ddots
\end{array}\right] \\
& \widetilde{\boldsymbol{\Theta}}_{n}=\left[\begin{array}{cccc}
\sigma_{n} I & I & & \\
& \ddots & \ddots & \\
& & \sigma_{n} I & I \\
& & & \sigma_{n} I
\end{array}\right] \in \mathbb{C}^{\left(m_{n}-1\right) s \times\left(m_{n}-1\right) s}, \\
& \widetilde{\boldsymbol{\Delta}}_{n-1}=\left[\begin{array}{cccc}
0 & & & -\frac{w_{n, 0}}{w_{n-1}, m_{n-1}-1} I \\
& \ddots & & \vdots \\
& & 0 & -\frac{w_{n, m_{n-3}}}{w_{n-1}, m_{n-1-1}} I \\
& & 0 & -\frac{w_{n+m_{n}}}{w_{n-1, m_{n}-1-1}} I
\end{array}\right] \in \mathbb{C}^{\left(m_{n}-1\right) s \times m_{n} s}, \\
& \widetilde{\mathbf{\Delta}}_{n}=I \in \mathbb{C}^{\left(m_{n}-1\right) s \times\left(m_{i}-1\right) s},
\end{aligned}
$$

is a linearization of $P(\lambda)$.
We now define

$$
\widetilde{\boldsymbol{\Lambda}}(\lambda)=\left[\begin{array}{c}
\widetilde{\mathbf{l}}_{0}(\lambda) \\
\widetilde{\mathbf{l}}_{1}(\lambda) \\
\vdots \\
\widetilde{\mathbf{l}}_{n}(\lambda)
\end{array}\right] \quad \text { and } \quad \widetilde{\mathbf{B}}(\lambda)=\left[\begin{array}{c}
\widetilde{\mathbf{b}}_{0}(\lambda) \\
\widetilde{\mathbf{b}}_{1}(\lambda) \\
\vdots \\
\widetilde{\mathbf{b}}_{n}(\lambda)
\end{array}\right]
$$

where

$$
\tilde{\mathbf{1}}_{i}(\lambda)=\left[\begin{array}{c}
\widetilde{\ell}_{i, 0}(\lambda) \\
\widetilde{\ell}_{i, 1}(\lambda) \\
\vdots \\
\widetilde{\ell}_{i, k_{i}}(\lambda)
\end{array}\right] \quad \text { and } \quad \widetilde{\mathbf{b}}_{i}(\lambda)=\left[\begin{array}{c}
\widetilde{b}_{i, 0}(\lambda) \\
\widetilde{b}_{i, 1}(\lambda) \\
\vdots \\
\widetilde{b}_{i, k_{i}}(\lambda)
\end{array}\right],
$$

for $i=0,1, \ldots, n$ with $k_{i}=m_{i}-1$ for $i=0,1, \ldots, n-1$ and $k_{n}=m_{n}-2$. Note also that $\widetilde{\Lambda}(\lambda)=\ell(\lambda) b(\lambda) \widetilde{\mathbf{B}}(\lambda)$. Again, we have for the Hermite Lagrange form (6.2)

$$
\begin{equation*}
\left(\mathbf{C}_{0}-\lambda \mathbf{C}_{1}\right)(\widetilde{\boldsymbol{\Lambda}}(\lambda) \otimes I)=e_{1} \otimes P(\lambda), \tag{7.12}
\end{equation*}
$$

and similarly for the barycentric Hermite form (6.4)

$$
\begin{equation*}
\left(\mathbf{C}_{0}-\lambda \mathbf{C}_{1}\right)(\widetilde{\mathbf{B}}(\lambda) \otimes I)=e_{1} \otimes P(\lambda), \tag{7.13}
\end{equation*}
$$

where the product of the first $s$ rows of $\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ with $\widetilde{\mathbf{\Lambda}}(\lambda) \otimes I$ and $\widetilde{\mathbf{B}}(\lambda) \otimes I$ is the matrix polynomial $P(\lambda)$. The remaining products reproduce the relations of Lemma 7.3.
Corollary 7.5. Suppose that $\left(\lambda_{\star}, x\right)$ is an eigenpair of $P(\lambda)$ and that $L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ is defined by Theorem 7.4. Then, evaluating (7.12) and (7.13) at $\lambda_{\star}$ and multiplying to the right by $x$ yields

$$
L\left(\lambda_{\star}\right) \cdot\left(\widetilde{\boldsymbol{\Lambda}}\left(\lambda_{\star}\right) \otimes x\right)=L\left(\lambda_{\star}\right) \cdot\left(\widetilde{\mathbf{B}}\left(\lambda_{\star}\right) \otimes x\right)=0 .
$$

Thus, $\lambda_{\star}$ is also an eigenvalue of $L(\lambda)=\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$ with the corresponding structured eigenvector $\widetilde{\mathbf{\Lambda}}\left(\lambda_{\star}\right) \otimes x$ or $\widetilde{\mathbf{B}}\left(\lambda_{\star}\right) \otimes x$, since $\widetilde{\mathbf{\Lambda}}\left(\lambda_{\star}\right)=\ell\left(\lambda_{\star}\right) b\left(\lambda_{\star}\right) \widetilde{\mathbf{B}}\left(\lambda_{\star}\right)$.

Proposition 7.6. The pencil $\mathbf{C}_{0}-\lambda \mathbf{C}_{1}$, as defined in (7.10)-(7.11), is a strong linearization of $P(\lambda)$.

Proof. The proof is similar to the one of Theorem 4.8.

## 8 Conclusions

In this paper, we introduced two new and more compact linearizations for interpolating Lagrange and barycentric Lagrange matrix polynomials $P(\lambda)$. For the proposed linearization of dimension $n s$ there is a one-to-one correspondence between the eigenpairs of $P(\lambda)$ and the eigenpairs of the pencil such that no extra eigenvalues at infinity are introduced any more. We proved that this linearization is strong. Moreover, the structure of the companion-type matrices can be exploited such that in Krylov-type methods only $n$ matrix-vector products and one linear system solve, both of dimension $s$, are required. We also generalized for multiple interpolation and introduced new linearizations for Hermite Lagrange and barycentric Hermite matrix polynomials.

We have implemented the linearizations and the exploitation of the pencil structure in Matlab. The codes can be downloaded from http://people.cs.kuleuven.be/~roel. vanbeeumen/software/lin-lagr.html.
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