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Abstract. The canonical polyadic and rank-$\{L_r, L_r, 1\}$ block term decomposition (CPD and BTD, respectively) are two closely related tensor decompositions. The CPD and, recently, BTD are important tools in psychometrics, chemometrics, neuroscience, and signal processing. We present a decomposition that generalizes these two and develop algorithms for its computation. Among these algorithms are alternating least squares schemes, several general unconstrained optimization techniques, and matrix-free nonlinear least squares methods. In the latter we exploit the structure of the Jacobian’s Gramian to reduce computational and memory cost. Combined with an effective preconditioner, numerical experiments confirm that these methods are among the most efficient and robust currently available for computing the CPD, rank-$\{L_r, L_r, 1\}$ BTD, and their generalized decomposition.
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1. Introduction. Tensor decompositions are important techniques for data mining, dimensionality reduction, pattern recognition, object detection, classification, clustering, and blind source separation [4, 8, 9, 15, 17, 55, 57]. For an introduction to tensor decompositions and their applications we refer to the review article and books [33, 35, 58]. The two main tensor generalizations of the singular value decomposition (SVD) are, on one hand, the Tucker decomposition or multilinear SVD (MLSVD) [19, 65, 66] and, on the other hand, the canonical polyadic decomposition (CPD) [7, 27]. In fact, the CPD generalizes any rank-revealing matrix decomposition. The MLSVD and CPD are connected with two different tensor generalizations of the concept of matrix rank. The former is linked with the set of mode-$n$ ranks, which generalize column rank, row rank, etc. The latter generalizes rank in the sense of the minimal number of rank-one terms whose sum is equal to a given tensor. Block term decompositions (BTD) were introduced by De Lathauwer [12, 13, 20] as a frame-
work that unifies the MLSVD and CPD. Of particular interest is the rank-$(L_r, L_r, 1)$ BTD, which has recently proved to be useful in blind source separation [14, 16], and particularly in telecommunication applications [18, 42, 56].

In this article, we propose several optimization-based algorithms to compute the CPD and rank-$(L_r, L_r, 1)$ BTD. In fact, we first introduce a more general decomposition called the (rank-$L_r \circ \text{rank-1}$) BTD. Whereas the rank-$(L_r, L_r, 1)$ BTD is a generalization of the third-order CPD, the (rank-$L_r \circ \text{rank-1}$) BTD is a generalization of both the $N$th-order CPD and the rank-$(L_r, L_r, 1)$ BTD. Consequently, algorithms designed for the more general decomposition are also applicable to the former decompositions. We develop alternating least squares (ALS) schemes, memory-efficient gradient-based methods such as nonlinear conjugate gradient and limited-memory BFGS using both line search and trust-region frameworks, and nonlinear least squares methods such as Gauss–Newton and Levenberg–Marquardt. For the latter, we derive a matrix-free implementation that exploits the structure inherent to the decomposition, reducing computational complexity significantly compared to the exact method and reducing memory cost to that of ALS. Throughout the paper, we consider the general case where the decompositions may be complex, although real decompositions are also supported through the choice of the initialization. Our numerical experiments reveal that ALS, despite its popularity, is in many cases not a suitable choice. Nonlinear least squares methods are less sensitive to the type of initialization and are often not only more efficient and less prone to so-called swamps but are also very robust for more difficult decompositions in which there is some degree of collinearity between factors.

The paper is organized as follows. In section 2 we review our notation and introduce some basic definitions. In section 3 we recall the canonical polyadic decomposition and the rank-$(L_r, L_r, 1)$ block term decomposition and also introduce the (rank-$L_r \circ \text{rank-1}$) block term decomposition. In section 4 we derive the (co)gradient necessary for alternating least squares and gradient-based methods. We then demonstrate that the associated Gramian of the Jacobian may be intuitively expected to approximate the objective function’s Hessian relatively well as the residuals decrease, depending on the tensor’s order and rank. We also show that this matrix has a very specific structure, which we exploit in matrix-free nonlinear least squares algorithms. We close this section with an overview of each algorithm’s computational complexity. In section 5 we evaluate the performance of the proposed algorithms with Monte Carlo simulations of both exact and noisy decompositions. We conclude the paper in section 6.

2. Notation and preliminaries. A tensor is an element of a tensor product of vector spaces. In this article, we refer to a tensor represented as a multidimensional array, given a choice of bases for each of these vector spaces. The order, or the number of modes, of a tensor is the number of indices associated with each element of that tensor. Vectors are denoted by boldface letters and are lower case, e.g., $\mathbf{a}$. Matrices are denoted by capital letters, e.g., $A$. Higher-order tensors are denoted by Euler script letters, e.g., $\mathcal{A}$. An entry of a vector $\mathbf{a}$, matrix $A$, or tensor $\mathcal{A}$ is denoted by $a_i$, $a_{ij}$, or $a_{ijk}$, depending on the number of modes. A colon is used to select all entries of a mode. For instance, $a_{j}$ corresponds to the $j$th column of a matrix $A$. When there is no confusion, we also use $a_j$ to denote the $j$th column of the matrix $A$. Mode-$n$ vectors are the generalization of matrix rows and columns to tensors. A mode-$n$ vector is a vector in which all but one of the indices are fixed. For example, the mode-1, mode-2, and mode-3 vectors of a third-order tensor $\mathcal{T}$ are denoted by $t_{ijk}$, $t_{ik}$, and $t_{ij}$, respectively. Sequences are denoted by a superscript in parentheses, e.g., $(A^{(n)})$ $n=1$. The superscripts $\cdot^T$, $\cdot^H$, $\cdot^{-1}$ and $\cdot^*$ are used for the
transposes, Hermitian conjugate, matrix inverse, and Moore–Penrose pseudoinverse, respectively. The complex conjugate is denoted by an overbar, e.g., \( \overline{a} \) is the complex conjugate of the scalar \( a \). We use parentheses to denote the concatenation of two or more vectors, e.g., \((a, b)\) is equivalent to \([a^\top \ b^\top]^\top\). The \( n \times n \) identity matrix is denoted by \( I_n \), and the all-zero and all-one \( m \times n \) matrices by \( 0_{m\times n} \) and \( 1_{m\times n} \), respectively. The Kronecker product of two matrices \( A \) and \( B \) is denoted by \( A \otimes B \).

**Definition 2.1.** The inner product \( \langle \mathcal{T}, \mathcal{U} \rangle \) of two tensors \( \mathcal{T}, \mathcal{U} \in \mathbb{C}^{I_1 \times \cdots \times I_N} \) is defined as \( \langle \mathcal{T}, \mathcal{U} \rangle = \sum_{i_1=1}^{I_1} \cdots \sum_{i_N=1}^{I_N} t_{i_1 \cdots i_N} u_{i_1 \cdots i_N} \).

**Definition 2.2.** The (Frobenius) norm is denoted by \( \| \mathcal{T} \| = \sqrt{\langle \mathcal{T}, \mathcal{T} \rangle} \).

**Definition 2.3.** The outer product \( \mathcal{T} \circ \mathcal{U} \) of a tensor \( \mathcal{T} \in \mathbb{C}^{I_1 \times \cdots \times I_P} \) and a tensor \( \mathcal{U} \in \mathbb{C}^{J_1 \times \cdots \times J_Q} \) is the tensor defined by \( (\mathcal{T} \circ \mathcal{U})_{i_1 \cdots i_P j_1 \cdots j_Q} = t_{i_1 \cdots i_P} u_{j_1 \cdots j_Q} \).

**Definition 2.4.** An \( N \)th-order tensor \( \mathcal{T} \) is rank-one if it is equal to the outer product of \( N \) nonzero vectors \( \mathbf{a}^{(n)} \in \mathbb{C}^{I_n} \), i.e., \( \mathcal{T} = \mathbf{a}^{(1)} \circ \cdots \circ \mathbf{a}^{(N)} \).

**Definition 2.5.** In a vectorization \( \text{vec}(A) \) of a matrix \( A \in \mathbb{C}^{I \times J} \), matrix element \((i, j)\) is mapped to vector element \((i + (j - 1)J)\).

**Definition 2.6.** In a mode-\( n \) matricization or a flattening or unfolding \( T^{(n)} \) of an \( N \)th-order tensor \( \mathcal{T} \in \mathbb{C}^{I_1 \times \cdots \times I_N} \), tensor element with indices \((i_1, \ldots, i_N)\) is mapped to matrix element \((i_n, j)\) such that

\[
j = 1 + \sum_{k=1}^{N} (i_k - 1)J_k \quad \text{with} \quad J_k = \begin{cases} 1 & \text{for } k = 1 \text{ or } (k = 2 \text{ and } n = 1) \\ \prod_{m=1}^{k-1} I_m & \text{otherwise.} \end{cases}
\]

In other words, the columns of the mode-\( n \) matricization \( T^{(n)} \) are the mode-\( n \) vectors of \( \mathcal{T} \) arranged along the natural order of the remaining modes.

**Definition 2.7.** The \( n \)-rank of an \( N \)th-order tensor \( \mathcal{T} \), denoted by \( R_n = \text{rank}_n(\mathcal{T}) \), is defined as the column rank of \( T^{(n)} \). In other words, the \( n \)-rank is the dimension of the space spanned by the mode-\( n \) vectors of \( \mathcal{T} \). A tensor characterized by its \( n \)-ranks \( R_n \), \( n = 1, \ldots, N \), is said to be of rank-(\( R_1, \ldots, R_N \)).

**Definition 2.8.** The \( n \)th mode (matrix) product \( \mathcal{T} \times_n A \) of a tensor \( \mathcal{T} \in \mathbb{C}^{I_1 \times \cdots \times I_N} \) with a matrix \( A \in \mathbb{C}^{J \times I_n} \) is the tensor defined by the tensor unfolding of the matrix \((\mathcal{T} \times_n A)^{(n)} = A \cdot T^{(n)} \).

**Definition 2.9.** The Khatri–Rao product [32] of two matrices \( A \in \mathbb{C}^{I \times K} \) and \( B \in \mathbb{C}^{J \times K} \) is defined as \( A \odot B = [a_1 \odot b_1 \cdots a_K \odot b_K] \).

**Definition 2.10.** The Hadamard product of two matrices \( A \in \mathbb{C}^{I \times J} \) and \( B \in \mathbb{C}^{I \times J} \) is the matrix defined by \((A \ast B)_{ij} = a_{ij}b_{ij} \).

### 3. Tensor decompositions

#### 3.1. The canonical polyadic decomposition

The CPD approximates a tensor with a sum of \( R \) rank-one tensors. It was introduced by Hitchcock in 1927 [29, 30] and was later referred to as the canonical decomposition (CANDECOMP) [7] and parallel factor decomposition (PARAFAC) [27] in psychometrics and phonetics, respectively. Let \( \mathcal{T} \in \mathbb{C}^{I_1 \times \cdots \times I_N} \) and \( a^{(n)} \in \mathbb{C}^{I_n} \) nonzero; then

\[
\mathcal{T} \approx \sum_{r=1}^{R} a_r^{(1)} \circ \cdots \circ a_r^{(N)}
\]

is a CPD of the tensor \( \mathcal{T} \) in \( R \) rank-one terms. The rank of the tensor is defined as the smallest \( R \) for which (3.1) is exact. Such a decomposition is called a rank
decomposition and is, in contrast to the matrix case, often unique. Let \( A^{(n)} = [a_1^{(n)} \ldots a_R^{(n)}] \) be the factor matrix corresponding to the \( n \)th mode. The CPD can then be written in matrix form as

\[
T_{(n)} \approx A^{(n)} \cdot V^{(n)^T}, \quad \text{where } V^{\sigma} \triangleq \bigodot_{N-n \notin \sigma}^{N-1} A^{(N-n)}
\]

for any \( 1 \leq n \leq N \). Note that \( \sigma \) defines a set of factor matrices to exclude from the string of Khatri–Rao products. For example, \( V^{(n)} = A^{(N)} \circ \cdots \circ A^{(n+1)} \circ A^{(n-1)} \circ \cdots \circ A^{(1)} \).

To a large extent, the practical importance of the CPD stems from its uniqueness properties. It is clear that one can arbitrarily permute the different rank-one terms. Also, the factors of a single rank-one term may be arbitrarily scaled, as long as their product remains the same. We call a CPD essentially unique when it is subject only to these trivial indeterminacies. The most well-known result on uniqueness is due to Kruskal [36, 37] and depends on the concept of \( k \)-rank. The \( k \)-rank of a matrix \( A \), denoted \( k_A \), is defined as the maximum value \( k \) such that any \( k \) columns of \( A \) are linearly independent [36]. Kruskal's sufficient condition for the unicity of a rank decomposition, generalized to \( N \)th-order tensors by Sidiropoulos and Bro [54], is

\[
\sum_{n=1}^{N} k_{A^{(n)}} \geq 2R + (N - 1).
\]

This condition can be relaxed by an order of magnitude if the tensor is long in one mode [11, 31]. More recent relaxations of Kruskal’s condition are available in [24, 25].

### 3.2. The rank-(\( L_r \), \( L_r \), 1) block term decomposition.

The rank-(\( L_r \), \( L_r \), 1) BTD [12, 13, 20] approximates a third-order tensor by a sum of \( R \) terms, each of which is an outer product of a rank-\( L_r \) matrix and a nonzero vector. Let \( T \) be a third-order tensor, \( A_r \in \mathbb{C}^{I_1 \times L_r} \) and \( B_r \in \mathbb{C}^{I_2 \times L_r} \) be rank-\( L_r \) matrices, and \( c_r \in \mathbb{C}^{I_3} \), \( c_r \) nonzero; then

\[
T \approx \sum_{r=1}^{R} (A_r \cdot B_r^T) \circ c_r
\]

is a BTD of the tensor \( T \) in \( R \) rank-(\( L_r \), \( L_r \), 1) terms (cf. Figure 3.1). In addition to the permutation and scaling indeterminacies inherited from the CPD, the factors \( A_r \) may be postmultiplied by any nonsingular matrix \( F_r \in \mathbb{C}^{L_r \times L_r} \), provided \( B_r^T \) is premultiplied by the inverse of \( F_r \). This decomposition is also called essentially unique when it is subject only to these trivial indeterminacies. When the matrices \([A_1 \ldots A_R] \)

![Fig. 3.1. Rank-(\( L_r \), \( L_r \), 1) block term decomposition of a third-order tensor.](image)
and \([B_1 \cdots B_R]\) are full column rank and the matrix \([c_1 \cdots c_R]\) does not contain collinear columns, the decomposition is guaranteed to be essentially unique. Furthermore, the decomposition may then be computed with a generalized eigenvalue decomposition (GEVD). These GEVD-type sufficient conditions, along with Kruskal-type conditions, were derived in [13]. A new necessary and sufficient condition was derived in [14]. The CPD and rank-\((L_r, L_r, 1)\) BTD have both been applied in telecommunications applications [18, 42, 55, 56, 57]. However, the terms of a rank-\((L_r, L_r, 1)\) BTD possess a more general low-rank structure that, together with its relatively mild conditions for unicity, make it a promising new candidate for blind source separation [14, 16]. The rank-\((L_r, L_r, 1)\) BTD generalizes the CPD for third-order tensors. We now introduce a new block term decomposition which generalizes both these decompositions. Designing algorithms for this more general decomposition requires little additional effort and will result in algorithms applicable to all of the aforementioned decompositions.

### 3.3. The (rank-\(L_r \circ\) rank-1) block term decomposition.

The (rank-\(L_r \circ\) rank-1) block term decomposition approximates a tensor by a sum of \(R\) terms, each of which is an outer product of a rank-\(L_r\) tensor and a rank-one tensor. Let \(N, P,\) and \(Q\) be positive integers so that \(N = P + Q\) and let \(T\) be an \(N\)th-order tensor, \(R' = \sum_{r=1}^R L_r, A^{(p)} = [a_1^{(p)} \cdots a_{R'}^{(p)}]\) and \(C^{(q)} = [c_1^{(q)} \cdots c_{R'}^{(q)}];\) then

\[
(3.5) \quad T \approx \sum_{r=1}^R \left( \sum_{u=1}^{L_u} \sum_{r'=1+\sum_{u=1}^{r-1} L_u}^{L_r} a_{r'}^{(1)} \circ \cdots \circ a_{r'}^{(P)} \right) \circ \left( c_{r'}^{(1)} \circ \cdots \circ c_{r'}^{(Q)} \right)
\]

is a BTD of the tensor \(T\) in \(R\) (rank-\(L_r \circ\) rank-one) terms (cf. Figure 3.2). By setting \(L_r = 1,\) it is obvious that this decomposition reduces to the CPD. On the other hand, it is equivalent to the rank-\((L_r, L_r, 1)\) BTD if \(P = 2\) and \(Q = 1.\)

Another way to interpret this decomposition is as a structured CPD in which the \(n\)th factor matrix is just \(A^{(n)}\) when \(1 \leq n \leq P\) and is defined as

\[
(3.6) \quad A^{(n)} \triangleq C^{(n-P)} \cdot E \quad \text{when} \quad P < n \leq N.
\]

Here, \(E\) is defined as the \(R \times R'\) block-diagonal matrix \(\text{diag}(1_{1 \times L_1}, \ldots, 1_{1 \times L_R})\) in which the \(r\)th block on the diagonal is the row vector \(1_{1 \times L_r}.\) We use this interpretation to formulate (3.5) as the nonlinear least squares problem

\[
(3.7) \quad \min_{A^{(1)},\ldots,A^{(P)},C^{(1)},\ldots,C^{(Q)}} f_{\text{BTD}}, \quad \text{where} \quad f_{\text{BTD}} \triangleq \frac{1}{2} \| F_{\text{BTD}} \|^2,
\]

\[\text{Fig. 3.2. A (rank-} L_r \circ \text{rank-1) block term decomposition of a sixth-order tensor.}\]
and the mode-n unfolding of the residual tensor $F_{BTD}$ is defined as

$$
(F_{BTD})_{(n)} \triangleq A^{(n)} \cdot V^{(n)^T} - T_{(n)} \text{ for any } 1 \leq n \leq N.
$$

Although the residual tensor $F_{BTD}$ is analytic in its argument, the objective function $f_{BTD}$ is not because of its dependency on the complex conjugate of the argument. This implies that $f_{BTD}$ is not complex differentiable and hence that its Taylor series does not exist everywhere on its domain. In the following section, we derive gradient-based unconstrained optimization methods and nonlinear least squares methods for (3.7), built with generalized algorithms for this class of optimization problems [59]. These methods are based on the observation that if a function of complex variables is analytic in the real and imaginary part of its argument, it is also analytic in its argument and the complex conjugate of its argument as a whole [1, 67].


4.1. General unconstrained optimization and alternating least squares.

Solving (3.7) not only allows us to compute the (rank-$L_r \circ$ rank-1) BTD but also the CPD and the rank-$(L_r, L_r, 1)$ BTD. To this end, we first consider gradient-based unconstrained optimization methods that attempt to minimize $f_{BTD}$ directly. Among these methods are the nonlinear conjugate gradient method and quasi-Newton methods such as the (limited-memory) BFGS method [43]. The complex counterparts of these methods [59] are built on the second-order model

$$
m^f_k(\hat{p}) \triangleq f(\hat{z}^*_k) + \hat{p}^T \frac{\partial f(\hat{z}^*_k)}{\partial \hat{z}} + \frac{1}{2} \hat{p}^H B_k \hat{p}
$$

of the objective function $f$ at the current iterate $\hat{z}^*_k$, where the superscript $\hat{c}$ denotes the concatenation of its argument with its complex conjugate, i.e., $\hat{z} \equiv (z, \bar{z})$, and $B_k$ is a Hermitian positive definite matrix that is updated at every iteration. The partial derivative in (4.1) is called the complex gradient at $\hat{z}^*_k$ and is composed of two parts: its top half $\frac{\partial f}{\partial z}$ is the cogradient and its bottom half $\frac{\partial f}{\partial \bar{z}}$ is the conjugate cogradient.

For real-valued $f$, the cogradients are each other’s complex conjugates. By definition, these complex derivatives are to be interpreted as partial derivatives with respect to complex variables while treating their complex conjugates as constant. They are also known, especially in the German literature, as Wirtinger derivatives [53]. The minimizer of the convex quadratic model (4.1) can be obtained by setting the model’s conjugate complex gradient equal to zero and is given by

$$
\hat{p}^*_k = -B_k^{-1} \frac{\partial f(\hat{z}^*_k)}{\partial \hat{z}}.
$$

Storing and manipulating the full Hessian approximation $B_k$ or its inverse $B_k^{-1}$ can be quite expensive for functions of many variables, as is often the case for tensor decompositions. Many strategies to store the approximation to the Hessian exist. For instance, the nonlinear conjugate gradient method can be interpreted to build $B_k$ as the sum of the identity matrix and a rank-two update. The limited-memory BFGS (L-BFGS) method generalizes this concept to the sum of a (scaled) identity matrix and $m$ rank-two updates. In practice, L-BFGS often performs better than nonlinear conjugate gradient due to its flexibility and is regarded as superior to the latter.

In Theorem 4.4 we derive an expression for $f_{BTD}$’s cogradient, which enables us to update $B_k$ and compute the search direction (4.2). The following proposition is
a useful tool that allows us to initially disregard any structure in \( A^{(p+q)} \) by relating the partial derivative with respect to \( C^{(q)} \) to that of \( A^{(p+q)} \). Proposition 4.2 is a well-known property of the Khatri–Rao product that we will use in the derivation of the cogradient.

**Proposition 4.1.** Let \( F^{(q)} = E \otimes I_{(p+q)} \); then we have that \( \text{vec}(C^{(q)} \cdot E)^T = \text{vec}(C^{(q)})^T \cdot F^{(q)} \). Furthermore, applying the chain rule leads to

\[
\begin{align*}
(4.3a) & \quad \frac{\partial}{\partial C^{(q)}} = \frac{\partial}{\partial A^{(p+q)}} \cdot E^T \quad \text{and} \\
(4.3b) & \quad \frac{\partial}{\partial \text{vec}(C^{(q)})^T} = \frac{\partial}{\partial \text{vec}(A^{(p+q)})^T} \cdot F^{(q)^T}.
\end{align*}
\]

**Proposition 4.2** (see, e.g., [5, 52]). Let \( A^{(n)} \in \mathbb{C}^{I \times J}, n = 1, \ldots, N, \) let \( V = A^{(p_1)} \otimes \cdots \otimes A^{(p_N)} \), where \( p \) is any permutation of \( \{1, \ldots, N\} \), and let \( W = \bigoplus_{n=1}^{N} A^{(n)H} A^{(n)} \). Then \( V^H W = W \).

**Corollary 4.3.** Define \( W^\sigma \triangleq \bigoplus_{n=1}^{N} A^{(n)H} A^{(n)} \); then \( (V^\sigma)^H W^\sigma = W^\sigma \).

**Theorem 4.4.** Let \( z \) be the vector of unknowns \( (\text{vec}(A^{(1)}), \ldots, \text{vec}(A^{(P)}), \text{vec}(C^{(1)}), \ldots, \text{vec}(C^{(Q)})) \), and then \( f_{\text{BTD}} \)'s complex cogradient is given by

\[
(4.4) \quad \frac{\partial f_{\text{BTD}}}{\partial z} = \left( \text{vec} \left( \frac{\partial f_{\text{BTD}}}{\partial A^{(1)}} \right), \ldots, \text{vec} \left( \frac{\partial f_{\text{BTD}}}{\partial A^{(P)}} \right), \text{vec} \left( \frac{\partial f_{\text{BTD}}}{\partial C^{(1)}} \right), \ldots, \text{vec} \left( \frac{\partial f_{\text{BTD}}}{\partial C^{(Q)}} \right) \right),
\]

where

\[
\begin{align*}
(4.5a) & \quad \frac{\partial f_{\text{BTD}}}{\partial A^{(p)}} = A^{(p)} \cdot W^{(p)} - T^{(p)} \cdot V^{(p)}, \\
(4.5b) & \quad \frac{\partial f_{\text{BTD}}}{\partial C^{(q)}} = C^{(q)} \cdot E \cdot W^{(p+q)} \cdot E^T - T^{(p+q)} \cdot V^{(p+q)} \cdot E^T
\end{align*}
\]

for \( 1 \leq p \leq P \) and \( 1 \leq q \leq Q \), respectively.

**Proof.** Let \( f_{\text{BTD}}^{(1)} = \|A^{(n)} \cdot V^{(n)}\|^2, f_{\text{BTD}}^{(2)} = \langle T^{(n)}, A^{(n)} \cdot V^{(n)} \rangle, \) and \( f_{\text{BTD}}^{(3)} = \|T^{(n)}\|^2 \), so that \( f_{\text{BTD}} = \frac{1}{2}(f_{\text{BTD}}^{(1)} + f_{\text{BTD}}^{(2)} - f_{\text{BTD}}^{(3)}) \). We have that

\[
\frac{\partial f_{\text{BTD}}^{(1)}}{\partial A^{(n)}} = \frac{\partial}{\partial A^{(n)}} \sum_{i=1}^{n} \left( \text{vec}_{i}^{(n)} A^{(n)} \text{vec}_{i}^{(n)} \right)^T = \sum_{i=1}^{n} \left( A^{(n)} \text{vec}_{i}^{(n)} \right)^H \text{vec}_{i}^{(n)} = A^{(n)} \cdot W^{(n)},
\]

where the last equality follows from Corollary 4.3. Similarly, it can be shown that \( \frac{\partial f_{\text{BTD}}^{(2)}}{\partial A^{(n)}} = T^{(n)} \cdot V^{(n)} \), and trivially that \( \frac{\partial f_{\text{BTD}}^{(3)}}{\partial A^{(n)}} = 0 \). Expression (4.5b) follows from (4.5a), (3.6), and Proposition 4.1.

In Table 4.1 we summarize Theorem 4.4 for the special case of a (complex) third-order CPD and rank-\((L_r, L_r, 1)\) BTD. If the decomposition is real, then it is easy to show that the real gradient is twice the expression for the complex cogradient [59].
The (rank-$L_r$ o rank-1) BTD objective function’s cogradient in the special case of a third-order CPD and a rank-$(L_r, L_r, 1)$ BTD.

<table>
<thead>
<tr>
<th>Decomposition</th>
<th>Cogradient $\frac{\partial \text{BTD}}{\partial z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>third-order CPD</td>
<td>$\frac{1}{2} \begin{bmatrix} \text{vec}(A^{(1)})(A^{(2)})(A^{(2)}<em>\exp^{-}(A^{(3)})) - \bar{F}(1)(A^{(3)}\odot A^{(2)})) \ \text{vec}(A^{(2)})(A^{(1)})(A^{(1)}</em>\exp^{-}(A^{(3)})) - \bar{F}(2)(A^{(3)}\odot A^{(1)})) \ \text{vec}(A^{(3)})(A^{(1)})(A^{(1)}*\exp^{-}(A^{(3)})) - \bar{F}(3)(A^{(2)}\odot A^{(1)})) \end{bmatrix}$</td>
</tr>
<tr>
<td>rank-$(L_r, L_r, 1)$ BTD</td>
<td>$\frac{1}{2} \begin{bmatrix} \text{vec}(A^{(1)})(A^{(2)})(A^{(2)}*\exp^{-}(E^T C^{(1)}(1)^*E)) - \bar{F}(1)(E^T C^{(1)}(1)^<em>E)) \ \text{vec}(A^{(2)})(A^{(1)})(A^{(1)}</em>\exp^{-}(E^T C^{(1)}(1)^*E)) - \bar{F}(2)(E^T C^{(1)}(1)^<em>E)) \ \text{vec}(C^{(1)})(A^{(1)})(A^{(1)}</em>\exp^{-}(A^{(2)})) - \bar{F}(3)(A^{(2)}\odot A^{(1)})) \end{bmatrix}$</td>
</tr>
</tbody>
</table>

In a line search framework, the next iterate is $z_{k+1} = z_k + \alpha_k p_k$, where the real step length $\alpha_k$ is usually chosen to satisfy the (strong) Wolfe conditions [43, 68]. Line search algorithms are an integral part of quasi-Newton methods but can be difficult to implement. There are several good software implementations available in the public domain, such as from Moré and Thuente [40] and Hager and Zhang [26].

Another approach to select the step is using a trust-region framework, where a region around the current iterate $z_k$ is defined in which the model $m_k$ is trusted to be an adequate representation of the objective function. The next iterate $z_{k+1}$ is then chosen to be the approximate minimizer of the model in this region. In effect, the direction and length of the step is chosen simultaneously. The trust-region radius $\Delta_k$ is updated every iteration based on the trustworthiness $p_k$ of the model, which is defined as the ratio of the actual reduction $f(\hat{z}_k) - f(\hat{z}_k + \hat{\mu}_k)$ of the objective function and the predicted reduction $m_k^T(0) - m_k^T(\hat{\mu}_k)$. The dogleg method [49, 50], double-dogleg method [22], and two-dimensional subspace minimization [6] all attempt to approximately minimize the trust-region subproblem by restricting the step $p$ to (a subset of) the two-dimensional subspace spanned by the steepest descent direction $-\frac{\partial f}{\partial z}$ and the quasi-Newton step (4.2) when the model Hessian $B_k$ is positive definite.

Aside from quasi-Newton methods, the cogradient also gives rise to the simple but effective ALS algorithm [7, 20, 27], which is an application of the nonlinear block Gauss–Seidel method. In the latter, the partial gradients (4.5) are alternately set to zero. Each factor matrix $A^{(p)}$ is then computed as the right Moore–Penrose pseudo-inverse of the matrix $V^{(p)}^T$ applied to the unfolding $T^{(p)}$, and is subsequently used to recompute $V^{(p)}$ and $W^{(p)}$. This can be done by explicitly solving the associated normal equations as in Algorithm 4.1 or by first decomposing $V^{(p)}$ with a QR factorization. The latter is numerically more stable but also more expensive in both memory and flop considering that the normal equations can be computed efficiently using Corollary 4.3. We refer to these two types of updates as fast and accurate, respectively. The difference in accuracy between the two methods often has a negligible effect on convergence speed. Hence, a practical implementation might start by using the fast updates until some convergence criterion is satisfied, after which a few more accurate updates are computed to obtain maximal precision.

Although conceptually simple and often effective, ALS is not guaranteed to converge to a stationary point and is also sensitive to so-called swamps, where convergence is very slow for many iterations. For a given tensor, its best rank-$R$ approximation may not exist. For example, no real $2 \times 2 \times 2$ rank-3 tensor has a best rank-2 approx-
**Algorithm 4.1. Alternating least squares.**

```plaintext
while (not converged) do
  for p = 1, ..., P do
    A(p) ← T(p) · V(p) · W(p)⁻¹;
  end
  for q = 1, ..., Q do
    C(q) ← T(p+q) · V(p+q) · E⁻¹ · (E · W(p+q) · E)⁻¹;
  end
end
```

This ill-posedness is a consequence of the fact that the set of rank-$R$ tensors is not closed, i.e., there exist sequences of rank-$R$ tensors that converge to rank-$R'$ tensors, where $R < R'$ [21, 46]. For such sequences, two or more terms grow without bound yet nearly cancel each other out. This behavior is referred to as degeneracy and has been linked with swamps [38, 39], which are observed when either the best rank-$R$ approximation does not exist (strong degeneracy [34, 60, 61]) or when the best rank-$R$ approximation does exist, but the path between the initialization and the solution displays degenerate factors for a certain number of iterations (weak degeneracy [39]). Several approaches to mitigate swamp-like behavior in ALS have been proposed in the literature, among which are (exact) line search [5, 27, 42, 51] and iterated Tikhonov regularization [41]. In contrast, optimization-based algorithms coupled with line search or trust region globalization strategies do guarantee convergence to a stationary point and, depending on the method, spend comparatively fewer iterations in swamps.

**4.2. Nonlinear least squares methods.** Another approach to solve (3.7) is by means of nonlinear least squares methods such as Gauss–Newton or Levenberg–Marquardt. In these methods, the residual tensor $F$ is approximated by the linear model

$$m_k^F(\hat{p}) \triangleq \text{vec}(F(\hat{z}_k)) + \frac{\partial \text{vec}(F(\hat{z}_k))}{\partial z^T} \hat{p},$$

where the partial derivative is called the complex Jacobian at $\hat{z}_k$ and is a straightforward generalization of the complex gradient [59]. The model $m_k^F$ is then used in the modified quadratic model of the objective function

$$m_k^f(\hat{p}) \triangleq \frac{1}{2} ||m_k^F(\hat{p})||^2 + \frac{\lambda_k}{2} ||p||^2,$$

where $\lambda_k$ is the Levenberg–Marquardt regularization parameter which influences both the length and direction of the step $p$ that minimizes $m_k^f$. In the Gauss–Newton method, $\lambda_k = 0$ for all $k$, and a trust-region framework can instead be used to control the length and direction of the step.

By noting that $F_{\text{BTD}}$ is analytic in its argument, we need only work with half of the complex Jacobian, since the conjugate Jacobian $\frac{\partial \text{vec}(F_{\text{BTD}})}{\partial z^T}$ is identically equal to zero. As a consequence, the quadratic model $m_k^{f\text{BTD}}$ is minimized by the Levenberg–
Marquardt step

\[ p_k^* = - \left[ \frac{J_k}{\sqrt{\lambda_k}} \right]^\dagger \begin{bmatrix} \text{vec}(F_{\text{BTD}}(z_k)) \\ 0 \end{bmatrix}, \tag{4.8} \]

where \( J_k \) is the Jacobian \( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial z^k} \) at the \( k \)th iterate \( z_k \) and the identity matrix and zero vector are of the appropriate dimensions. Due to the scaling indeterminacy of the decomposition, the Jacobian is rank deficient and a certain number of its singular values are equal to zero. In general, each of the \( R \) terms contains a \( Q \)th-order rank-one tensor and a \( P \)th-order rank-\( L_r \) tensor, which contribute \((Q-1)R\) and \((P-1)R'\) degrees of freedom, respectively. Furthermore, there is one more degree of freedom in the scaling between the rank-one and rank-\( L_r \) part of each term, bringing the total number of singular values equal to zero to at least \( QR + (P-1)R' \). Note that this is just a lower bound and that the actual amount of singular values equal to zero depends on the unicity of the individual terms. For example, when \( P = 2 \), each term contains a rank-\( L_r \) matrix, the factors of which are only unique up to a linear transformation. In the Levenberg–Marquardt algorithm, the Jacobian is allowed to be singular since each of the steps are regularized by a norm constraint on the solution. However, in a Gauss–Newton trust-region algorithm, special care must be taken to invert the Jacobian in a meaningful way. One approach is to compute the Moore–Penrose pseudoinverse \( J_k^\dagger \). Another is to compute an approximate solution with a truncated conjugate gradient algorithm, where the amount of regularization is controlled by the number of iterations. As we will see, the latter method allows for significant savings in both memory and computational cost.

Storing the Jacobian as a dense matrix is impractical as each of its columns requires as much memory as the tensor \( T \) itself. A sparse representation is one way to store the Jacobian more efficiently but is likely of limited use due to a large amount of fill-in appearing when applying the QR factorization to solve (4.8) \([44, 64]\). At the cost of squaring the condition number of the system, the memory requirement can be reduced by solving the normal equations

\[ (J_k^HJ_k + \lambda_k I_p) p_k^* = -J_k^H \text{vec}(F_{\text{BTD}}(z_k)) = -2 \frac{\partial f_{\text{BTD}}}{\partial z}(z_k), \tag{4.9} \]

where the last equality follows from the analyticity of \( F_{\text{BTD}} \) \([59]\), associated with (4.8) and looking for an expression for the Gramian \( J^HJ \) \([63]\). In the real case, the latter matrix represents an approximation of the objective function’s Hessian. The error of the approximation is the sum \([43]\)

\[ \sum_{i_1, \ldots, i_N=1}^{I_1, \ldots, I_N} (F_{\text{BTD}})_{i_1 \ldots i_N} \frac{\partial (F_{\text{BTD}})_{i_1 \ldots i_N}}{\partial z \partial z^T} \]

and hence is small when the residuals \( F_{\text{BTD}} \) are small, or when \( F_{\text{BTD}} \) is nearly linear in its argument. Fortunately, the multilinear structure of \( F_{\text{BTD}} \) ensures that the total contribution of the Hessians \( \frac{\partial (F_{\text{BTD}})_{i_1 \ldots i_N}}{\partial z \partial z^T} \) is quite sparse, depending on the number of rank-one terms. In fact, one can show that the relative number of nonzero elements in the superimposed Hessian is equal to \( \frac{N(N-1)R^2}{{(N+1)}^2(N!)} = \frac{N-1}{N} \) for a CPD of an \( N \)th-order tensor of dimensions \( I \times \cdots \times I \) in \( R \) rank-one terms (cf. Figure 4.1). Moreover, it can be observed that these nonzero elements are often relatively small in comparison to the elements of \( J^HJ \). It may therefore be expected that, as the residuals
Fig. 4.1. Sparsity pattern of the total contribution of the Hessians \( \frac{\partial (F_{\text{BTD}})_{i_1 \ldots i_N}}{\partial z} \) in the case of a real CPD of a (hyper)cubical third-order tensor (left) and fourth-order tensor (right).

\((F_{\text{BTD}})_{i_1 \ldots i_N}\) decrease, the Gramian \( J^H J \) rapidly becomes a good approximation to the real Hessian. In Theorem 4.5 we derive the structure of \( J^H J \): it is a block matrix consisting of diagonal and low-rank blocks.

**Theorem 4.5.** Let \( J \) be the Jacobian \( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial z} \) and let \( F^{(q)} \) be defined as in Proposition 4.1; then the Gramian \( J^H J \) is given by

\[
J^H J = \Sigma \cdot \begin{bmatrix} \Pi^{(1,1)} & \cdots & \Pi^{(1,N)} \\
\vdots & \ddots & \vdots \\
\Pi^{(N,1)} & \cdots & \Pi^{(N,N)} \end{bmatrix} \cdot \Sigma^T,
\]

where \( \Sigma \triangleq \text{diag}(I_{I_1}, \ldots, I_{I_P}, F^{(1)}, \ldots, F^{(Q)}) \) and

\[
\Pi^{(n_1,n_2)} \triangleq \left( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial \text{vec}(A^{(n_1)})^T} \right) \cdot \left( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial \text{vec}(A^{(n_2)})^T} \right) ^H
\]

\[
= \begin{cases} 
\begin{pmatrix} W^{(n_1)} & I_{I_n} \\
W_{1,1}^{(n_1,n_2)} a_1^{(n_1)} a_1^{(n_2)} & \cdots & W_{1,R'}^{(n_1,n_2)} a_1^{(n_1)} a_1^{(n_2)} \\
\vdots & \ddots & \vdots \\
W_{R',1}^{(n_1,n_2)} a_1^{(n_1)} a_1^{(n_2)} & \cdots & W_{R',R'}^{(n_1,n_2)} a_1^{(n_1)} a_1^{(n_2)} 
\end{pmatrix} & n = n_1 = n_2 \\
\end{cases}
\]

otherwise.

Proof. Let \( e_r^{(n)} \) be the \( r \)th column of the identity matrix \( I_{I_n} \); then

\[
\frac{\partial F_{\text{BTD}}}{\partial a_{r_{i_1}}^{(n)}} = a_r^{(1)} \circ \ldots \circ a_r^{(n-1)} \circ e_{i_1}^{(n)} \circ a_r^{(n+1)} \circ \ldots \circ a_r^{(N)}.
\]

**Diagonal blocks.** For \( n = n_1 = n_2 \) we have

\[
\begin{pmatrix} \frac{\partial F_{\text{BTD}}}{\partial a_{r_1}^{(n)}} & \frac{\partial F_{\text{BTD}}}{\partial a_{r_2}^{(n)}} \end{pmatrix} = \begin{pmatrix} w_{r_1 r_2}^{(n)} \\
0 \end{pmatrix} \quad i = j,
\]

and so

\[
\left( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial a_{r_1}^{(n)}}^T \right)^H \cdot \left( \frac{\partial \text{vec}(F_{\text{BTD}})}{\partial a_{r_2}^{(n)}}^T \right) = w_{r_1 r_2}^{(n)} I_{I_n}.
\]
Off-diagonal blocks. For $n_1 \neq n_2$ we have

$$
\left\langle \frac{\partial \mathcal{F}_{\text{BTD}}}{\partial a_{i_1 r_1}^{n_1}}, \frac{\partial \mathcal{F}_{\text{BTD}}}{\partial a_{i_2 r_2}^{n_2}} \right\rangle = w^T_{i_1 r_1} \Pi^{-1}_{i_1 r_1} a_{i_2 r_2}^{n_2},
$$

and so

$$
\left( \frac{\partial \text{vec}(\mathcal{F}_{\text{BTD}})}{\partial a_{i_1 r_1}^{n_1}} \right)^T \H \left( \frac{\partial \text{vec}(\mathcal{F}_{\text{BTD}})}{\partial a_{i_2 r_2}^{n_2}} \right) = w^T_{i_1 r_1} a_{i_2 r_2}^{n_2} a_{i_1 r_1}^{n_1}. \H.
$$

The $(p, P + q)$th block in $J^H J$ is defined as $(\frac{\partial \text{vec}(\mathcal{F}_{\text{BTD}})}{\partial \text{vec}(A_{(p)})})^T (\frac{\partial \text{vec}(\mathcal{F}_{\text{BTD}})}{\partial \text{vec}(C_{(q)})})$ and can be computed from $\Pi^{(p,P+q)}$ using (4.3b) as $\Pi^{(p,P+q)} \cdot F^{(q)}$. Similarly, the $(P + q, p)$th and $(P + q_1, P + q_2)$th blocks can be computed as $F^{(q)} \cdot \Pi^{(p,P+q)}$ and $F^{(q_1)} \cdot \Pi^{(P+q_1,P+q_2)}$, respectively.

Because $\mathcal{F}_{\text{BTD}}$ is analytic in its argument, the expression for $J^H J$ is nearly the same as in the real case. Its structure has been noticed before for the real CPD [44], and several methods of exploiting it have been proposed in the literature, for instance, by efficient construction of the matrix [63] or by writing it as a block-diagonal matrix plus a low-rank correction [47]. We propose to exploit its structure by storing the matrix implicitly as the collection of factor matrices $A^{(n)}$ and the factor matrices’ Gramians $A^{(n)} H A^{(n)}$, from which the Hadamard products $W^{(n)}$ and $W^{(n_1,n_2)}$ can easily be reconstructed. Storing the Jacobian’s Gramian in this way is not appropriate for direct solvers but does admit the use of inexact adaptations of the Levenberg–Marquardt and Gauss–Newton algorithms by computing only matrix-vector products. The latter methods only partially invert the Jacobian’s Gramian using a limited number of (preconditioned) conjugate gradient iterations [43]. Besides the significant reduction in memory cost, the following theorem shows that the Gramian’s structure also allows for an efficient matrix-vector product. Compared to a dense matrix-vector product, Theorem 4.6 can reduce the computational complexity from $O(N^2 R^2 T^2)$ to $O(NR^2 T)$ flop per matrix-vector product, depending on the implementation.

**Theorem 4.6.** Let $p = (b^{(1)}, \ldots, b^{(P)}, d^{(1)}, \ldots, d^{(Q)})$, where $B^{(p)} \in \mathbb{C}^{p \times R}$ and $b^{(p)} = \text{vec}(B^{(p)})$, $p = 1, \ldots, P$, $D^{(q)} \in \mathbb{C}^{q \times R}$, and $d^{(q)} = \text{vec}(D^{(q)})$, $q = 1, \ldots, Q$. Furthermore, we define $B^{(P+q)} \triangleq D^{(q)} \cdot E$ and $b^{(P+q)} \triangleq \text{vec}(B^{(P+q)})$. The matrix-vector product $J^H J \cdot p$ then follows from

\begin{align}
(4.12a) & \quad \Pi^{(p,P)} \cdot b^{(p)} = \text{vec}(X^{(p)}), \\
(4.12b) & \quad \Pi^{(p_1,p_2)} \cdot b^{(p_2)} = \text{vec}(Y^{(p_1,p_2)}), \\
(4.12c) & \quad (F^{(q)} \cdot \Pi^{(P+q,p)} \cdot b^{(p)}) = \text{vec}(Y^{(P+q,p)} \cdot E^T), \\
(4.12d) & \quad (\Pi^{(p,P+q)} \cdot F^{(q)} \cdot d^{(q)}) = \text{vec}(Y^{(p,P+q)}), \\
(4.12e) & \quad (F^{(q_1)} \cdot \Pi^{(P+q_1,P+q_2)} \cdot F^{(q_2)} \cdot d^{(q_2)}) = \text{vec}(Y^{(P+q_1,P+q_2)} \cdot E^T), \\
(4.12f) & \quad (F^{(q)} \cdot \Pi^{(P+q,P+q)} \cdot F^{(q)} \cdot d^{(q)}) = \text{vec}(X^{(P+q)} \cdot E^T),
\end{align}

where

\begin{align}
(4.13) & \quad X^{(n)} \triangleq B^{(n)} \cdot W^{(n)}, \\
(4.14) & \quad Y^{(n_1,n_2)} \triangleq A^{(n_1)} \cdot (W^{(n_1,n_2)} \ast (B^{(n_2)} \cdot A^{(n_2)})), \text{ and }
\end{align}

$1 \leq p_1 \neq p_2 \leq P$, $1 \leq q_1 \neq q_2 \leq Q$, and $1 \leq n, n_1 \neq n_2 \leq N$. 
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Proof. We have that
\[ \Pi^{(p,p)} \cdot b^{(p)} = (W^{(p)} \otimes I_{p_1}) \cdot \text{vec}(B^{(p)}) = \text{vec}(B^{(p)} \cdot W^{(p)\top}) = \text{vec}(B^{(p)} \cdot \tilde{W}^{(p)}). \]
A similar structure is present in \( \Pi^{(p_1, p_2)} \cdot b^{(p_2)} \). Let \( Z = W^{(p_1, p_2)} \ast (A^{(p_2)} \otimes B^{(p_2)}) \); then it is not hard to show that \( \Pi^{(p_1, p_2)} \cdot b^{(p_2)} = (Z \otimes I_{p_1}) \cdot \text{vec}(A^{(p_1)}) \), from which (4.12b) follows. The special cases (4.12c)–(4.12f) are a direct result of (4.12a)–(4.12b) and Proposition 4.1.

The convergence rate of the conjugate gradient algorithm depends on how well the system’s eigenvalues are clustered and is consequently also influenced by its condition number. In the preconditioned conjugate gradient (PCG) algorithm, the eigenvalue distribution is improved by solving a system of the form
\[
M^{-1} \cdot J^H J \cdot p = M^{-1} \cdot \left(-2 \frac{\partial f_{BTD}}{\partial z}\right),
\]
where \( M \) is a symmetric positive definite matrix called the preconditioner. The inverse of the preconditioner \( M^{-1} \) should be cheap to apply and is often designed so that \( M^{-1} \cdot J^H J \approx I \). The block Jacobi preconditioner
\[
M_{BJ} = \Sigma \cdot \begin{bmatrix} \Pi^{(1,1)} & & \\ & \ddots & \\ & & \Pi^{(N,N)} \end{bmatrix} \cdot \Sigma^T
\]
is one such example. It is a block-diagonal approximation of (4.10) and can be inverted efficiently using (4.12a) and (4.12f). For instance, the solution of the system \( \Pi^{(p,p)} \cdot \text{vec}(X) = \text{vec}(Y) \) can be computed by solving the much smaller system \( X = Y \cdot \tilde{W}^{(p)}^{-1} \). It is interesting to note that if \( M_{BJ}^{-1} \cdot J^H J = I \), the computed step \( p \) amounts to a simultaneous version of the fast ALS updates of Algorithm 4.1. Indeed, we then have that \( p = M_{BJ}^{-1} \cdot \left(-2 \frac{\partial f_{BTD}}{\partial A^{(p)}}\right) \), of which the \( p \)th component \( B^{(p)} \) is given by
\[
B^{(p)} = -2 \frac{\partial f_{BTD}}{\partial A^{(p)}} \cdot \tilde{W}^{(p)}^{-1} = -A^{(p)} + T^{(p)} \cdot \tilde{V}^{(p)} \cdot \tilde{W}^{(p)}^{-1}.
\]
The \( p \)th factor matrix of the next iterate \( A^{(p)} + B^{(p)} \) is hence equal to that obtained by a fast ALS update in which the updated factor matrices are not used to recompute \( V^{(p)} \) or \( W^{(p)} \). This preconditioner adds only \( O(\frac{1}{2} NR^3 + 2NR^2 I) \) flop per conjugate gradient iteration, which is relatively cheap in comparison to the computation of the scaled conjugate gradient that acts as the right-hand side of the linear system. In summary, the initial solution computed by PCG with a block Jacobi preconditioner is similar to that of an ALS update, and the effect of the off-diagonal blocks is subsequently taken into account in an iterative manner. In this light, these matrix-free nonlinear least squares methods can be viewed as a refinement of the alternating least squares algorithm with simultaneous updates. The numerical experiments show that this refinement pays off for difficult problems and is still competitive with ALS for simpler problems.

### 4.3. Computational complexity
In section 5 we compare the robustness and efficiency of ALS, quasi-Newton methods (nonlinear conjugate gradient and L-BFGS with Moré–Thuente line search, L-BFGS with dogleg trust-region (L-BFGS-DL) [49, 50]), and inexact nonlinear least squares methods (inexact Gauss–Newton with CG-Steihaug [62] or dogleg trust region, inexact Levenberg–Marquardt) on complex block term and canonical polyadic decompositions. The comparison is based on performance profiles [23] with the number of flop, expressed as an equivalent number of...
objective function evaluations, as a metric for the amount of computational resource required by solver $s$ to solve problem $p$. Table 4.2 gives an overview of the amount of flop per iteration for the above algorithms (cf. Appendix A for the derivation), where it is assumed that the inexact nonlinear least squares methods use a block Jacobi preconditioner. For most algorithms, a significant part of the cost in each iteration is to compute the gradient of the objective function. This cost can be reduced by a factor $N$ by either exploiting parallelism or, as recently proposed, by recursive computation [48]. We use Table 4.2 to estimate the total amount of flop given the iteration counts and then divide by the number of flop equivalent to one function evaluation to obtain an equivalent number of function evaluations. For example, alternating least squares requires a number of flop per iteration equivalent to the cost of $N+1$ function evaluations.

Aside from the substantial reduction in flop that the inexact nonlinear least squares methods offer, they also require significantly less memory in comparison to their exact counterparts. The exact methods need $O(N^2 R^2 I^2)$ memory cells to store the Jacobian’s Gramian, while the inexact methods only require $O(N R^2)$ memory cells, the same amount of memory that the alternating least squares algorithm requires. Furthermore, it is to be expected that the Gauss–Newton with dogleg trust-region strategy is more efficient than the Levenberg–Marquardt method; the former only solves one system involving the Jacobian’s Gramian per iteration, while the latter solves such a system at every inner iteration. We also note that nonlinear conjugate gradient [2, 45] and exact Levenberg–Marquardt [28, 44, 47, 63] have been applied to the real CPD before. For an overview and comparison of existing algorithms for the CPD, see [10] and [64], respectively.

5. Numerical experiments. We compare the relative performance of the algorithms in Table 4.2 using the performance profiles proposed by Dolan and Moré [23]. In a first set of experiments, we are interested in the performance on complex rank-$(L_r, L_r, 1)$ block term decompositions. In the second set of experiments, we look at the performance on complex fourth-order canonical polyadic decompositions. The set of solvers $S$ consists of the algorithms in Table 4.2, excluding the exact nonlinear least squares methods. For each experiment, we generate 50 sets of factor matrices which are used to generate the to-be decomposed tensors. Another 50 sets of factor matrices of the same dimensions are generated to be used as initialization for the algorithms. The set of problems $P$ includes all 2500 \{tensor, initialization\} pairs. The amount
of work required by solver \( s \) to solve problem \( p \) is denoted by \( t_{p,s} \) and is measured as an equivalent number of objective function evaluations (cf. section 4.3). If solver \( s \) did not successfully solve problem \( p \), we set \( t_{p,s} = \infty \). The performance profile for solver \( s \),

\[
\rho_s(\tau) = \frac{|\{p \in P : t_{p,s} \leq 2^\tau \cdot (\min_{s \in S} t_{p,s})\}|}{|P|},
\]

depicts the fraction of problems that solver \( s \) was able to solve with a required amount of work within a factor \( 2^\tau \) of the most efficient solver for that problem. For the inexact nonlinear least squares methods, we use the block Jacobi preconditioner described in section 4.2 and have opted to truncate the inner CG iterations after a maximum of 10 iterations or when a relative residual of \( 10^{-4} \) is obtained. We have experimented with other preconditioners such as Jacobi and symmetric successive over-relaxation (SSOR) but found these to be less efficient than the former. We let L-BFGS use a maximum of \( m = 30 \) rank-two updates to represent the approximate Hessian. The maximum number of iterations is 5000 for all algorithms except the inexact nonlinear least squares methods, which are allowed a maximum of 500 iterations per problem. The stop criteria are identical for all algorithms and are such that an algorithm stops if either the relative change between two successive iterates is less than a specified tolerance \( \epsilon_z \), or if the change in objective function value relative to the norm of the tensor is less than a specified tolerance \( \epsilon_f \). Formally, these conditions are described by \( \|z_k - z_{k-1}\| \leq \epsilon_z \|z_{k-1}\| \) and \( f_{\text{BTD}}(z_{k-1}) - f_{\text{BTD}}(z_k) \leq \epsilon_f^2 \|T\|^2 \), respectively. All experiments were performed in MATLAB 7.14 (R2012a) on two hexacore Intel Xeon E5645 CPUs with 48 GB RAM. The underlying complex optimization algorithms were validated independently on different optimization problems and then adapted for the \((\text{rank-}L_r \circ \text{rank-}1)\) BTD.

5.1. Computing the \((L_r, L_r, 1)\) block term decomposition.

5.1.1. Without noise. For our first set of experiments, we generate 50 sets of factor matrices of which the real and imaginary part of the entries are drawn from either the standard normal distribution or from a uniform distribution in the interval \((0, 1)\). We refer to these two types of factor matrices as normally distributed and uniformly distributed factor matrices, respectively. Each set of factor matrices corresponds to a \((\text{rank-}L_r, L_r, 1)\) BTD in three terms, where \( L_1 = L_2 = L_3 = 3 \). For each set, we generate its associated full \(10 \times 11 \times 12\) tensor, which is then scaled such that it has unit norm. Note that these decompositions are generically (essentially) unique since the factor matrices are generically full column rank \([13]\). For each tensor, another 50 sets of factor matrices of the same dimensions are generated using the same distribution as that of the factor matrices that generate the BTD. A second set of initializations is obtained by orthogonalizing pseudorandomly generated factor matrices with a QR factorization, which is a popular initialization method for ALS. We set \( \epsilon_z = \epsilon_f = 10^{-12} \) and say that a decomposition is successful if and only if \( \|F_{\text{BTD}}(z_{p,s}^*)\| \leq 10^{-8} \), where \( z_{p,s}^* \) is the solution computed by solver \( s \) for problem \( p \).

The results of the first four experiments are shown in Figure 5.1. Performance profiles are useful for judging relative difference in performance between algorithms on a set of problems but do not say anything about the difficulty of those problems. For each experiment, we use the median number of function evaluations of the best solver for each problem \( t^* \equiv \text{median}_{p \in P}(\min_{s \in S} t_{p,s}) \) as a metric for the difficulty of the experiment’s set of problems. Comparing Figure 5.1(b) with 5.1(d) we see
that the quasi-Newton methods can be quite sensitive to the type of initialization. Paired with a uniformly distributed initialization they can require up to 16 times more flop than the most efficient solver, while with an orthogonalized initialization it can be up to 32 times. Second, the fraction of tensors successfully decomposed by the quasi-Newton methods, visible on the far right of each figure, decreases from about 95% to less than 90%. Its relatively poor performance is likely due to its limited ability of approximating the objective function’s Hessian and possibly also because it is known to generate poorly scaled search directions. Although the relative performance between ALS and the nonlinear least squares methods seems relatively robust w.r.t. the type of initialization, using orthogonalized factor matrices as initialization for tensors generated using uniformly distributed factor matrices does increase the overall required amount of work. The nonlinear least squares methods are the most efficient in each of the experiments, and they excel most for difficult problems such as in the uniformly distributed factor matrices case.

Now we examine what happens when the terms have different ranks. The following experiments are identical in setup to the previous experiments, except we generate the tensors using $L_1 = 4$ and $L_2 = 5$ (cf. Figure 5.2) and $L_1 = 1$, $L_2 = 3$, and $L_3 = 5$ (cf. Figure 5.3). We omit the orthogonalized initialization as it has an adverse effect on the general unconstrained optimization methods. Two terms of different rank can
create additional local minima. For example, in Figure 5.2, tensors are generated as the sum of a rank-(4, 4, 1) term and a rank-(5, 5, 1) term. Initially, neither of the two terms are strongly inclined to converge to a specific term of the decomposition and so we may expect that the rank-(4, 4, 1) term of the initialization will start to converge to the rank-(5, 5, 1) term of the decomposition and vice versa for roughly half of the initializations. Such a solution represents a local minimum because there is no way for the two terms to “cross” each other without increasing the objective function value and explains why the fraction of successful decompositions is much lower than in Figure 5.1.

5.1.2. With noise. In the following experiments, we add complex Gaussian noise to the tensors before decomposing them. A noise term $\mathcal{N}$, of which the real and imaginary part are drawn from the standard normal distribution, is generated for each tensor. Each solver is then to decompose a tensor of the form $\mathcal{T} + \sigma \mathcal{N}$, where the scalar $\sigma$ is chosen so that the signal-to-noise ratio (SNR) $20 \log_{10}(\|\mathcal{T}\|/\|\mathcal{N}\|^{-1})$ is 25 dB. We
set $\epsilon_z = \epsilon_f = 10^{-5}$, which is necessary to avoid premature termination due to swamp-like behavior. We say a decomposition is successful if and only if the approximate tensor $T_s$ computed by solver $s$ satisfies $20 \log_{10}(\|T\|/\|T - T_s\|^{-1}) \geq 25$ dB. As in the noiseless case, we examine rank-$(L_r, L_r, 1)$ block term decompositions, where $L_1 = L_2 = L_3 = 3$ (cf. Figure 5.4), $L_1 = 4$ and $L_2 = 5$ (cf. Figure 5.5), and $L_1 = 1$, $L_2 = 3$, and $L_3 = 5$ (cf. Figure 5.6). Perhaps surprisingly, the fraction of successful decompositions can be significantly higher in the noisy case. For instance, compare the fraction of successful decompositions in Figure 5.2(b), which is close to 50%, with the noisy case in Figure 5.5(b), which is 100% for all solvers. A possible explanation for this marked improvement is that a noise term may eliminate many local minima by providing additional directions of descent in which the model can describe the noise term instead of the data. Moreover, we observe this effect for several types of
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Fig. 5.6. Performance profiles for complex rank-(Lr, Lr, 1) block term decompositions, where L1 = 1, L2 = 3, and L3 = 5, of noisy tensors of dimensions 10 × 11 × 12 with an SNR of 25 dB. Legend: GN-DL (—), LM (—), GN-CGS (—), ALS (—), L-BFGS-DL (—), L-BFGS-MT (—), and NCG-MT (—).

factor matrices so long as the noise term is sufficiently large. Future research might investigate other methods of introducing new directions of descent, perhaps by means of a “lifting” scheme [3], in which the model is modified instead of the data.

5.2. Computing the canonical polyadic decomposition. In the previous experiments, ALS generally seemed to perform quite well in the normally distributed factor matrices case and much less so in the uniformly distributed factor matrices case. ALS is known to perform poorly when the terms of the decomposition are difficult to separate [10], which is the case when they are similar to each other in some sense. One metric for similarity between terms is the cosine of the angle between them. Normally distributed factor matrices tend to generate highly uncorrelated terms, while uniformly distributed factor matrices will naturally generate terms with some degree of collinearity between them. In our last two experiments, we look at the performance on decompositions with mildly to moderately collinear terms. First, we generate 50 sets of normally distributed factor matrices. Each set of factor matrices corresponds to a complex rank-4 CPD of a fourth-order tensor of dimensions 10 × 10 × 10 × 10. For each set, we then modify the mode-n vectors of the second rank-one term so that the angle with the corresponding mode-n vectors in the first rank-one term is fixed. More specifically, we set \( \mathbf{a}_2^{(n)} \leftarrow \alpha \mathbf{a}_1^{(n)} + \beta \mathbf{a}_2^{(n)} \), where the scalars \( \alpha \) and \( \beta \) are chosen so that we obtain vectors \( \mathbf{a}_2^{(n)} \) for which \( \|\mathbf{a}_2^{(n)}\| = \|\mathbf{a}_1^{(n)}\| \) and \( \mathbf{a}_1^{(n)}^H \mathbf{a}_2^{(n)} = \|\mathbf{a}_1^{(n)}\| \|\mathbf{a}_2^{(n)}\| \gamma \) hold for all \( 1 \leq n \leq N \). Here, \( \gamma \) is the parameter that determines the cosine of the angle between \( \mathbf{a}_1^{(n)} \) and \( \mathbf{a}_2^{(n)} \). We set \( \gamma \) equal to 0.65 and 0.85 in the first and second experiment, respectively. Effectively, this means cosine of the angle between the first two rank-one terms is 0.65 \( \times 0.65 \approx 0.18 \) and 0.85 \( \times 0.85 \approx 0.52 \), respectively. This corresponds to an angle of about 80° and 59°, respectively. For each tensor we generate another 50 sets of factor matrices of the same distribution as initialization for the solvers. We use the same stop criteria and condition for success as in the BTD experiments without noise. The performance profiles for the two experiments are plotted in Figure 5.7. It is clear that ALS is very sensitive to the amount of collinearity between terms, in contrast to the relatively robust performance of the optimization-based methods. Of the optimization-based methods, the inexact nonlinear least squares algorithms clearly
outperform the others. Moreover, they are well suited for parallelization, while ALS is an inherently sequential algorithm.

6. Conclusion. The rank-($L_r, L_r, 1$) block term decomposition is an emerging decomposition for signal processing and blind source separation. We introduced the (rank-$L_r \circ$ rank-1) block term decomposition as a generalization of the former and the canonical polyadic decomposition. We then developed several algorithms for its computation, among which are ALS schemes, memory-efficient unconstrained gradient-based optimization methods such as nonlinear conjugate gradient and limited-memory BFGS with line search and trust-region frameworks, and matrix-free adaptations of nonlinear least squares methods such as Levenberg–Marquardt and Gauss–Newton. The resulting algorithms are all applicable to the canonical polyadic decomposition, the rank-($L_r, L_r, 1$) block term decomposition, and their generalized decomposition. Due to the multilinear structure of the objective function, the latter may be expected to converge close to quadratically, especially as the residuals decrease. Exploiting the structure of the Jacobian’s Gramian has led to a significant decrease in computational complexity, compared to their exact counterparts, and reduced the memory cost to that of alternating least squares. The singularity of the Gramian is inherently handled by the built-in regularization of the conjugate gradient algorithm. Additionally, we increase the quality of the search directions generated by the conjugate gradient algorithm with a block Jacobi preconditioner. Numerical experiments confirm that these improvements make the inexact nonlinear least squares methods among the most efficient currently available. Furthermore, they are also robust w.r.t. the type of initialization, collinearity between terms, and the number of successful decompositions. The algorithms discussed in this article were implemented in MATLAB and are available upon request.

Appendix A. Computational complexity. In the following, we derive the computational complexity per iteration of several algorithms, which can often conveniently be expressed in terms of a number of function evaluations. To simplify the obtained expressions, we restrict the discussion to the CPD of a real $N$th-order tensor of dimensions $I_1 \times \cdots \times I_N$ in $R$ rank-one terms. In the complex case, a good rule of
A cogradient evaluation $\frac{\partial f_{\text{BTD}}}{\partial z}$ costs the equivalent of $N$ function evaluations, namely,

$$
O(\sum_{n=1}^{N} \prod_{m=1}^{N} I_m) \quad \text{(Computing all $V^{(n)}$)}
$$

$$
O(2NR \prod_{n=1}^{N} I_n) \quad \text{(Computing all $T^{(n)} \cdot V^{(n)}$)}
$$

$$
O(\frac{1}{3}N(R^3 + 2R^2 \sum_{n=1}^{N} I_n)) \quad \text{(Computing all $W^{(n)}$ and $\overline{W}^{(n)}$)}
$$

$$
O(2NR \prod_{n=1}^{N} I_n) \quad \text{flop/iteration.}
$$

A.1. Alternating least squares. The cost of a fast ALS iteration is very similar to a gradient evaluation, with the most important difference being that the matrix-matrix product $\overline{A}^{(n)} \cdot W^{(n)}$ is replaced by solving a Hermitian linear system of order $R$. The matrices $W^{(n)} = V^{(n)^H}V^{(n)}$ can be factorized with a Cholesky decomposition, in which case solving all $N$ systems costs $O(\frac{1}{3}NR^3 + 2R^2 \sum_{n=1}^{N} I_n)$ flop, which is often negligible compared to the cost of computing the products $T^{(n)} \cdot V^{(n)}$. Every iteration, the objective function is also evaluated to check for convergence. The complexity of a fast ALS iteration is hence equal to

$$
O(2NR \prod_{n=1}^{N} I_n) \quad \text{(Computing all $T^{(n)} \cdot V^{(n)}$)}
$$

$$
O(\frac{1}{3}NR^3 + 2R^2 \sum_{n=1}^{N} I_n) \quad \text{(Solving the linear systems)}
$$

$$
O(2R \prod_{n=1}^{N} I_n) \quad \text{(Function evaluation)}
$$

$$
O(2(N + 1)R \prod_{n=1}^{N} I_n) \quad \text{flop/iteration.}
$$

An accurate ALS iteration projects the rows of $T^{(n)}$ onto an orthogonal basis of $V^{(n)}$, instead of on $V^{(n)}$ itself as in a fast ALS iteration. An orthogonal basis of $V^{(n)}$ can be obtained by means of a QR decomposition. These decompositions require a total of $O(-2R^3 + 2R^2 \sum_{n=1}^{N} \prod_{m=1}^{N} I_m)$ flop, which is comparable in cost to a fast ALS iteration for moderate $R$. Hence the cost of an accurate ALS iteration is roughly double that of a fast ALS iteration.

A.2. General unconstrained optimization. L-BFGS-DL requires one cogradient evaluation every iteration and one function evaluation every inner iteration. Let $\text{it}_{\text{di}}$ be the number of dogleg iterations in each outer iteration; then for a small number of L-BFGS updates $m$ the computational complexity is $O(2(N + \text{it}_{\text{di}})R \prod_{n=1}^{N} I_n)$ flop/iteration.

The general optimization methods based on a Moré–Thuente line search require one function and one gradient evaluation per line search iteration. Let $\text{it}_{\text{m}}$ be the number of line search iterations in each outer iteration; then L-BFGS and nonlinear conjugate gradient with Moré–Thuente line search (L-BFGS-MT and CG-MT) cost $O(\text{it}_{\text{m}} 2(N + 1)R \prod_{n=1}^{N} I_n)$ flop/iteration for small $m$. 
A.3. Nonlinear least squares. Let us first consider the exact nonlinear least squares methods. The matrix $J^HJ$ requires $O(\frac{1}{2} R^2 (\sum_{n=1}^N I_n)^2)$ memory cells. Precomputing the Gramians $A^{(n)^H} A^{(n)}$ costs $O(R^2 \sum_{n=1}^N I_n)$ flop. For each diagonal block $\Pi^{(n,n)}$, the Hadamard products $W^{(n)}$ must be generated given these precomputed Gramians, which costs $O(\frac{1}{2} R^2)$ flop given $W^{(1)}$. Each off-diagonal block $\Pi^{(n,m)}$ also requires a matrix $W^{(n,m)}$ and a further three multiplications per entry. Taking the symmetry into account, this is a total of $O(\sum_{n=1}^N \sum_{m=n+1}^N (\frac{1}{2} R^2 + 3 R^2 I_n I_m))$ flop. In the hypercubical case $I = I_1 = \cdots = I_N$, the cost of evaluating $J^HJ$ is then

$$O(N R^2 I)$$ (Computing all $A^{(n)^H} A^{(n)}$)
$$O(\frac{1}{4} N R^2 I^2)$$ (Computing all $W^{(n)}$)
$$O(1)$$ (Computing all $\Pi^{(n,n)}$)
$$O(\frac{1}{2} N(N-1) R^2)$$ (Computing all $W^{(n,m)}$)
$$O(\frac{3}{2} N(N-1) R^2 I^2)$$ (Computing all $\Pi^{(n,m)}$)
$$O(\frac{1}{2} N^2 R^2 I^2)$$ flop.

In each iteration of the exact Levenberg–Marquardt algorithm, a linear system involving the Gramian $J^HJ$ and the conjugate cogradient must be solved repeatedly for different values of the regularization parameter $\lambda$ until some descent criterion is satisfied, which is checked using function evaluations. If the number of such inner iterations in each outer iteration is denoted by $it_{lm}$, the cost of the exact Levenberg–Marquardt algorithm is given by

$$O(\frac{1}{2} N^2 R^2 I^2)$$ (Evaluating $J^HJ$)
$$O(2 N R I N)$$ (Cogradients evaluation)
$$O(it_{lm}(\frac{1}{3} N^3 R^2 I^3 + 2 N^2 R^2 I^2))$$ (Solving the linear system)
$$O(it_{lm} 2 R I N)$$ (Function evaluation)
$$O(2(N + it_{lm}) R I N + it_{lm} \frac{1}{3} N^3 R^3 I^3)$$ flop/iteration.

The Gauss–Newton method with dogleg trust-region solves only one linear system per iteration. The trust-region subproblem is then iteratively minimized along a line connecting the resulting Gauss–Newton step (4.8) and the steepest descent direction. These inner iterations each require one function evaluation to check if the model is sufficiently accurate. Unfortunately, the system $J^HJ$ is always singular, and a filtered solution should be computed. One way of obtaining an accurate filtered solution is by means of the singular value decomposition, which in this case costs $O(\frac{8}{3} N^3 R^3 I^3)$ flop. Let $it_{gn}$ be the number of inner iterations in each outer iteration; then the cost of the exact Gauss–Newton algorithm with dogleg trust-region is given by

$$O(\frac{1}{2} N^2 R^2 I^2)$$ (Evaluating $J^HJ$)
$$O(2 N R I N)$$ (Cogradients evaluation)
$$O(\frac{2}{3} N^3 R^3 I^3)$$ (Solving the linear system)
$$O(it_{gn} 2 R I N)$$ (Function evaluation)
$$O(2(N + it_{gn}) R I N + it_{gn} \frac{4}{3} N^3 R^3 I^3)$$ flop/iteration.

In the proposed inexact adaptations of these nonlinear least squares methods, the Levenberg–Marquardt and Gauss–Newton steps are solved iteratively using a preconditioned conjugate gradient algorithm. To compute the matrix-vector prod-
uct \( J^H J \cdot p \), where \( p \) is defined as in Theorem 4.6, the matrices \( A^{(n)}^T A^{(n)} \) and \( B^{(n)}^T A^{(n)} \) should first be precomputed. (The former need only be computed once.) These products cost \( O(R^2 \sum_{n=1}^N I_n) \) and \( O(2R^2 \sum_{n=1}^N I_n) \) flop, respectively. The contribution of the diagonal blocks \( \Pi^{(n,n)} \cdot \text{vec}(B^{(n)}) \) is obtained by first computing \( W^{(n)} \) from \( W \) and then the matrix products \( B^{(n)} \cdot W^{(n)} \), which costs a total of \( O(\sum_{n=1}^N (\frac{1}{2}R^2 + 2I_n R^2)) \) flop. There are several ways to compute the contribution of the off-diagonal blocks. We propose to compute them row by row, which has the advantage that only one multiplication by \( A^{(n)} \) is needed per row. The cost of the contribution of the off-diagonal blocks can then be shown to be \( O(\sum_{n=1}^N (\frac{1}{2}R^2 + \frac{1}{2}(N-1)R^2 + (N-1)R^2 + (N-2)R^2 + 2I_n R^2)) \) flop. Applying a block-diagonal preconditioner costs a further \( O(\frac{1}{3}NR^3 + 2R^2 \sum_{n=1}^N I_n) \) flop per conjugate gradient iteration. Let \( \text{it}_{cg} \) be the number of conjugate gradient iterations required to solve the linear system to a prescribed accuracy; then the inexact Levenberg–Marquardt and Gauss–Newton algorithms cost:

\[
\begin{align*}
O(it_{im}it_{cg}(\frac{\nu}{2}N^2 R^2 + 8NR^2 I + \frac{1}{4}NR^3)) & \quad \text{(Cogradient evaluation)} \\
O(2NR I_N) & \quad \text{(Function evaluation)} \\
O(it_{im}it_{cg}(\frac{\nu}{2}N^2 R^2 + 8NR^2 I + \frac{1}{4}NR^3)) & \quad \text{(Solving the linear system)}
\end{align*}
\]

and:

\[
\begin{align*}
O(it_{cg}(\frac{\nu}{2}N^2 R^2 + 8NR^2 I + \frac{1}{4}NR^3)) & \quad \text{(Cogradient evaluation)} \\
O(2NR I_N) & \quad \text{(Function evaluation)} \\
O(it_{cg}(\frac{\nu}{2}N^2 R^2 + 8NR^2 I + \frac{1}{4}NR^3)) & \quad \text{(Solving the linear system)}
\end{align*}
\]

flop/iteration, respectively.
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