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SUMMARY

Achieving a clean separation of concerns is a well known approach to improving system adaptability and
evolution. We propose to apply this principle to run-time reconfigurable component models for networked
embedded systems. By separating configuration properties from runtime component instances, we achieve:
(i) improved support for concurrent component use, (ii) optimized resource use, and (iii) reduced effort in
runtime configuration management. We demonstrate how this approach can be seamlessly implemented on
existing component models for wireless sensor networks without imposing additional constraints and with-
out changes to their API or coordination model. Furthermore, significant memory savings are achieved in
concurrent scenarios. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The complexity of embedded software development, coupled with the need to manage environ-
mental dynamism has steered wireless sensor network (WSN) application developers to implement
functionality in a modularized and reconfigurable fashion using component-based software engi-
neering. This has led to a proliferation of component models in the WSN domain, such as: NesC [1],
RUNES [2], TinyCOPS [3], and LooClI [4]. As defined by Szyperski in [5], a software component
is ‘a unit of composition with contractually specified interfaces and explicit context dependencies
only. A software component can be deployed independently and is subject to composition by a
third party’.

In component-based systems, application functionality is created through the composition of the
generic components. Component functionality can be fine-tuned or parameterized through the use
of configuration properties. As reported in [2,3,6,7], it is common for parameters such as sampling
frequency, processing parameters or actuation thresholds to vary significantly between applications
and throughout the lifecycle of a single application.

Early WSN deployments were designed to be used by single-purpose highly specialized applica-
tions. At development time the appropriate components were parameterized and connected into a
static composition as in NesC [1]. Later, the need for runtime reconfiguration required component
models that allowed parameterization and reconfiguration of the application composition at run-
time, for example, RUNES [2] and LooClI [4]. New WSN deployment paradigms require concurrent
use of WSN platforms while offering fine-grained parameterization of component functionality as
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multipurpose WSNs [8]. None of the existing component models for WSN offer explicit support
for concurrent use of components by multiple users. If additional users require different parame-
terization of the component functionality, additional instances of each component must be instan-
tiated, leading to three major problems: (i) rapidly overloading the embedded node’s resources,
(ii) decreased resource control, and (iii) increased runtime configuration management complexity.
Runtime configuration management refers to component deployment, assembly, and activation pro-
cesses [9]. We propose a technique for separating configuration properties from runtime component
instances that addresses these problems and demonstrate how our approach, which we refer to as
‘the Metadata level’, can be seamlessly implemented on runtime reconfigurable component models
for WSNs without imposing additional constraints and without changes to the component model’s
API or coordination model.

2. BACKGROUND

Our previous experience with a river monitoring and warning scenario deployed in the city of Sdo
Carlos, Brazil [4] has allowed us to identify that the need of using WSN functionality with different
parameterizations is common wherever multiple users require different data resolution or behavior
from the same component — a scenario that is very common in shared deployments that need to
minimize infrastructure and deployment costs. Consider the following examples that illustrate how
modification of a component’s sample interval, which is a configuration property, can significantly
modify the semantic value of sensor output: (i) pressure data from a hydrostatic depth gauge is used
to monitor wave height and water depth. Wave height monitoring requires continuous sampling of
the pressure sensor multiple times per second, while depth monitoring is infrequent and requires
averaged readings taken over periods of multiple seconds [4]; (ii) an accelerometer sampled at 125
Hz can be used to determine the orientation of an object, while a sampling frequency of 250 Hz is
needed to determine motion [10]; and (iii) a magnetometer only needs to be sampled at 16 Hz to
detect vehicle motion, and it can make a magnetic field signature when sampled at 256 Hz [6].

Proposed runtime reconfigurable component models for WSN, for example, TinyCOPS [3],
RUNES [2], and LooCI [4] share the basic abstractions and follow similar principles to enable
implementation, parameterization, and assembly of components in composition. Components offer
their functionality through interfaces, which are defined as a set of types and operation signatures.
Components express their dependencies on other components through receptacles. Bindings are
used to explicitly model connections between interface-receptacle pairs. Component configuration
properties or attributes are key-value pairs used to express metadata pertaining to a component. As
such, they can parameterize component functionality or behavior. A component type is the collection
of the configurable aspects of a component, that is, interfaces, receptacles and attributes. Therefore,
component instances can be instantiated from component types.

The main requirements on WSN component models to enable the use of the metadata level are:
(i) components need to be persistent artifacts at runtime, thus the technique is suitable for use with
reconfigurable component models like RUNES [2] and LooCI [4], not static models like NesC
[1]; and (ii) the availability of a configuration interface that allows component parameterization at
runtime, as offered by LooCI and RUNES.

3. THE METADATA LEVEL

We propose the separation of configuration properties or state from runtime component instances.
This technique, that is, state management deferral, is commonly used in service-oriented approaches
to improve performance and scalability [11]. Stateless component instances can be more easily
shared by concurrent users, while allowing the metadata level (MDL) to manage their state and
avoid conflicting component configurations, optimize resource use, and ease runtime configuration
management. These configuration properties, which parameterize how a component executes its
functionality or behavior, are typically part of the internal state of a component instance. In our
approach, however, these configuration properties are delegated to and managed by the MDL. They
are only returned to the component instance when required during execution. Figure 1 depicts the
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Figure 1. UML diagram that depicts the relations between relevant concepts in our approach.

relations among the relevant concepts in our approach using UML notation, which we further clar-
ify in the rest of this section. Each sensor node requires an instance of the MDL to locally manage
component instances.

3.1. Component functionality and state

Components implement functionality, which at application level can be classified as sensing, data
processing, or actuation. Sensing functionality provides access to sensors, for example, pressure,
accelerometer. Data processing functionality refers to any processing that can be made on sensed
values, for instance filtering or aggregation. Actuation functionality provides access to actuators, for
example triggering an alarm.

A component’s execution can be represented using an execution timeline (see Figure 2(A)),
which depicts when the implemented functionality is executed. We refer to these moments as
action execution phases. Sensing, processing, and actuation components have an action phase and
an end phase. Action phases, that is, sensing action, processing action and actuation action, can
be repeated multiple times during a component’s execution timeline and the periodicity of this
repetition can be periodic or stochastic. Units of time determine periodic repetition and occur-
rences determine stochastic repetition. Occurrences refer to real world or system events, that is,
context events, such as proximity of a target, a flood warning or low availability of free memory. We
assume these occurrences are monitored by other elements in the WSN and are outside the scope of
this discussion.

3.1.1. Configuration properties. These parameterize how a component executes its functionality.
Using configuration properties, a component user specifies when each execution phase should occur
and what parameter value(s), if any, should be returned for the action phases for proper execu-
tion of component functionality. For example in the case of an average calculating component, the
configuration properties may be: (i) processing action start = low memory, (ii) parameter value = 60
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Figure 2. (A) Sensing component execution timeline, (B) execution timeline with two users, (C) simplified
component view of the MDL for both prototypes, and (D) depicts the table structures for metadata, action
phases, and end phase occurrence-listeners in both prototypes.
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min, and (iii) end = arrival at destination. These properties specify that the processing action phase
should occur every time the occurrence low memory is received and that this configuration is valid
until the occurrence arrival at destination is received, thus the end phase is reached. The value 60
would be returned to the component at the processing action to parameterize the averaging period to
60 min. Configuration properties in sensing components are: (i) sensing action start, (ii) parameter
values, and (iii) end. For instance in the pressure component we use a parameter to specify the per-
centage of allowable variation from the expected sensing time. In the actuation components these
are: (i) actuation action start, (ii) parameter values, and (iii) end. In a lighting actuator we use a
parameter to specify the level of brightness a light should be set to. The amount of parameters and
their use are arbitrary, a component developer has the freedom to select different ones.

3.1.2. Performance properties. Component-specific performance properties can be used, for
instance the time required to complete one action phase, which in sensing components is the time it
takes to sample once. The component configuration and performance properties comprise the com-
ponent state that is delegated to the MDL. We refer to this delegated component state as metadata.
An MDL template type is generated based on the component properties, which execution phases it
has, and a contention resolution strategy (see Section 3.3). We have one template type, from which
three templates are generated, and these are: (i) sensing, (ii) data processing, and (iii) actuation. For
example, a temperature sensing component is managed by the MDL using the sensing template.

The component user submits configuration properties to a component using the configuration
interface provided by the component model’s API. Performance properties are arbitrary and hard-
coded into the component by the component developers and will be dependent on the component
implementation, sensor hardware, and platform in use. Upon the reception of the configuration prop-
erties, the component instance delegates the corresponding state to the MDL component using the
corresponding interface on the MDL.

3.2. State management in the metadata level

To manage the delegated state or metadata from components a unique identifier (Id) is associated to
every metadata set received, which the MDL maintains in a metadata table. Each set of configuration
properties submitted by a user to a component will generate a metadata set, thus a single compo-
nent can delegate multiple metadata sets to the MDL. The MDL extracts the following information
from each metadata set: (i) action phase start, for example, sampling interval; (ii) parameter(s) —
value(s) that need(s) to be returned to the component at action phase start, for example, time range
for the averaging component; and (iii) end — when the end phase is reached, that is, how long the
specified meta-data set is valid for. As one may recall from the previous section, sensing action, pro-
cessing action, actuation action and end, which we refer to as execution phases, can be specified in
units of time or upon a specific occurrence. Therefore, the MDL requires a timer to signal time trig-
gered meta-data sets and occurrence-listeners to signal when occurrence triggered metadata sets are
active. An occurrence-listener is simply a record in the listener table, where the MDL can associate
the metadata set Ids to the corresponding occurrence. A time table is used to associate time and the
corresponding metadata set Ids. At the moment when an action phase is signaled, the corresponding
parameter value(s) are returned to the corresponding component for sensing, data processing, or
actuation. Components discard these values after the completion of each action phase, thus remain
stateless. However, because the metadata set is kept in the MDL until the end phase is reached, the
MDL will again return the appropriate values to the component at the next processing or sensing
action phase.

3.3. Contention resolution and optimization

Component reusability is achieved by sharing a component instance in time, as illustrated in
Figure 2(B), where we have plotted the action phases of a sensing component for two separate
users. As one can see, there can be a contention phase, whenever functionality is invoked at the
same moment by both users. In these situations, a resolution strategy is applied by the MDL. The
MDL keeps track of the last time an action phase in a component was called and the duration of
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each action phase, therefore being able to proactively identify and resolve resource contention. In the
case of comparing periodically triggered metadata sets, this contention phase is more easily identi-
fied and resolved by applying priority-based scheduling. In stochastically triggered ones, first come
first serve scheduling is used. These contention resolution strategies can be modified or extended
and are part of each template. In sensing components, these contention phases lead to optimization,
because a single sensor reading can be used for both users. Reusing sensor readings in WSNs can
significantly reduce energy expenditure [12] and contention over sensors.

3.4. Complexity in the metadata level

Increasing the amount of users that concurrently use a component does not increase complexity in
MDL design or execution, because every new user contributes an additional metadata set, which is
simply a new record in the metadata table and the corresponding record in the time table or an addi-
tional metadata set Id in the record corresponding to the specified occurrence in the listener table.
The use of different parameter values at the action phase does not increase complexity; the current
templates support this variability. The use of enhanced contention resolution strategies, can impact
performance, given that these are usually computationally intensive but they do not increase com-
plexity in use or implementation of the MDL. The current templates support the use and extension
of different strategies.

If a developer implements a combination of functionalities in a component, for example sens-
ing + processing, this would mean that there are two different types of action phases and an end
phase. To address this, the MDL would need to be extended with an additional template type,
and the corresponding data structures for the metadata and occurrence-listeners. However, such
an implementation would limit component reusability and code cohesion, as recommended by best
practices [5].

3.5. Reusability of elements in the metadata level

Reusability of the three component templates, that is, sensing, data processing, and actuation, which
are included in the MDL, is expected to be high. This is because WSNs are commonly limited to
sense—process—react usage patterns, where the variability observed lies in the combination of param-
eter values needed for proper execution of functionality, which is supported by these templates.
Furthermore, these templates support the periodic or stochastic execution of functionality and arbi-
trary addition of parameters and occurrence-listeners without any modifications. Interfaces can also
be arbitrarily added, as long as the configuration interface is available. Of course, there also needs
to be a process interface and metalevel receptacle (see Figure 2(C)).

4. PROTOTYPE IMPLEMENTATION AND EVALUATION

To prove that the MDL can be seamlessly implemented on WSN runtime reconfigurable compo-
nent models, we implemented the MDL on the RUNES [2] and LooCI [4] component models, and
named them MDL1 and MDL2, respectively. We discuss these prototypes and demonstrate that no
restrictions were imposed on the underlying component models or their coordination and that no
modifications are required on the component model’s APIs. To demonstrate the applicability of the
MDL we evaluate its performance, reusability, and support for runtime configuration management.
Furthermore, we evaluate our system through a performance comparison against the only avail-
able comparable alternative, which is replication based. Replication based concurrency strategies
require multiple instantiation of components. To perform the comparison, we compare MDL per-
formance against plain RUNES and LooCI while implementing the same interactions and increasing
the number of concurrent users.

We selected these models based on their maturity and relevant differences. They have both
been implemented on a wide range of platforms from nodes with 10 KB of RAM and 8-bit
microcontrollers to powerful 32-bit devices using C for Contiki [13] and Java, respectively. RUNES
uses tightly coupled request-reply based coordination, while LooCI uses a distributed and loosely
coupled event-based publish-subscribe approach. We used the Runes Java Kernel-0.2 for Java SE
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on an Alix board (PC Engines GmbHflughofstr.588152 Glattbrugg Switzerland) with a 500 MHz
AMD CPU (AMD Sunnyvale, California) and 2MB of RAM from which the RUNES runtime con-
sumes about 880 KB of RAM, and the LooCI runtime version 1.0.2 for Java CLDC 1.1. on the
Sunspot (Oracle LABS Redwood Shores, CA ) platform (180 MHz ARM CPU (AMD Sunnyvale,
California), 512 KB RAM) [10], from which the LooCI runtime consumes about 32 KB and the
underlying Squawk VM (Oracle LABS Redwood Shores, CA ) [10] about 78 KB of RAM memory.

We implemented pressure sensing and averaging components, as the ones we used for environ-
mental monitoring in a real world deployment [4]. Sensing action and end phases for the former can
be set in units of time or by a flood-warning occurrence, for the latter processing action and end
phases can be set in units of time or a low-memory occurrence. The averaging component uses a
processing parameter that determines the time range for processing, that is, when set to 60 it aver-
ages in periods of 60 min. Figure 2(C) is a simplified component view of both MDL prototypes. The
averaging component is omitted for readability purposes because it has the same interfaces as the
pressure component shown in the diagram. Arrows depict the direction of the flow of the component
state. The configure interface is used by the component user to submit configuration properties. The
context interface is used to notify the component of an occurrence, which it then delegates to the
MDL. The data interface is used to retrieve output data. MetalLevel and Process are the only inter-
faces added to the components when using the MDL. A segment of the used table structures can be
seen in Figure 2(D); both implementation use the same structures. A single metadata table is used in
the MDL to manage state from both components. Action phases share an occurrence-listener table;
end phase occurrence-listeners have a separate table, where a tuple contains meta-data set Id and
source component.

4.1. Seamless implementation

In both prototypes, during component assembly, no changes are made to the way components are
instantiated, connected, or interact. The only additional steps required when using the MDL on
either prototype are: (i) the instantiation or deployment of the MDL component, (ii) connecting
MetalLevel and Process interfaces accordingly, and (iii) passing relevant references to the MDL,
that is, abstractions defined by the component model required to connect the corresponding compo-
nents. Coordination and communication between a component and its users or between components
in composition is not affected or intercepted by the MDL. The MDL is also implemented as a
component according to the model in use and all interactions between it and any component fol-
low the coordination defined by the model. As one may see no implicit dependencies or additional
restrictions are introduced or any changes to the component model’s API are needed.

4.2. Performance

We evaluate performance across three dimensions: latency, CPU usage, and memory overhead on
both prototypes.

4.2.1. Latency. Using plain RUNES for every new user supported: two components need to be
loaded and instantiated (10 ms), configured (0.029 ms), and connected (4 ms). Using the MDL1
most of these actions are only made once. Only the configuration action is needed, per additional
user two components configured (0.029 ms). In plain LooClI for every new user supported: two
components need to be deployed over a single hop (30 s), activated (70 ms), configured (30 ms),
and connected (48 ms). Using the MDL2, one only has to configure (30 ms) and connect (48 ms),
for each additional user. In Figure 3(A) one may see the total latency for plain RUNES, LooCl, and
both MDL prototypes (plain LooCI above 1 user was omitted for readability). It is evident that using
plain RUNES or LooClI the latency overhead quickly becomes considerable.

4.2.2. CPU usage. We have plotted the CPU usage while increasing the number of supported con-
current users for MDLI1 and compared against the CPU usage for plain RUNES. The JConsole
(Oracle LABS Redwood Shores, CA ) tool was used to perform these measurements. Component
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Figure 3. (A) Latency time in ms, (B)LOC for deployment and configuration, (C) component dependencies,
(D) RAM memory required, (E) FLASH memory required, and (F) CPU usage.

instantiation accounts for the majority of CPU usage and as one may see in Figure 3(F), the MDL
consumes less CPU cycles because each component is only instantiated once.

4.2.3. Memory overhead. We have plotted required RAM memory (see Figure 3(D)) and FLASH
(see Figure 3(E)) consumption per user supported in plain RUNES, LooCI and both MDL proto-
types. In plain RUNES each component requires 89 KB RAM and 12 KB of FLASH memory and
two components per user are required. Using the MDL1 only two components are needed and each
consumes 89 KB RAM, 12 KB FLASH and additionally the MDL1 component is needed, which
consumes 179 KB RAM and 21 KB FLASH; however, as load increases, there is no need for addi-
tional instances. In plain LooCI two new components are required per user, each one consumes 38
KB RAM and 5 KB FLASH. The Sunspot platform can only support seven components because
of limitations on the management of isolates by the virtual machine, therefore only 3 users can be
supported. In the MDL2 prototype, two components are required and each consumes 38 KB RAM,
7 KB FLASH and additionally the MDL2 component is needed, which consumes 41 KB RAM and
20 KB FLASH; however, as load increases there is no need for additional instances. The benefits
of using the MDL are clear when supporting > 2 users in terms of RAM memory. There is little
overhead for FLASH memory in RUNES. LooCI would ordinarily require more FLASH to store
executable code, but because the SunSpot [10] can only support 7 components, only three users
are supported.

4.2.4. Transmission overheads. In plain LooCI, per new user two new components need to be
deployed. This requires the transmission of 10 KB of data, which is not the case when using either
MDL prototype. In plain RUNES this is not the case because this model has a component factory,
which can instantiate additional instances from the existing code base. The MDL does only node
local processing, therefore generates no transmission overhead.

4.3. Reusability

The only difference between our prototypes was found in the boiler plate code required by each com-
ponent model, for example, implementation of mandatory interfaces, registration of component with
the runtime, etc. and the code needed to communicate with other components. These differences
are due to the fact that the MDL in each prototype is implemented as a component of the corre-
sponding component model. All of the MDL’s functionality, data structures, and utility classes were
identical, thus demonstrating a very high degree of reusability across implementations on different
component models.
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4.4. Runtime configuration management

To illustrate expected configuration management complexity, in Figure 3(C) we have plotted compo-
nent dependencies, and in Figure 3(B) the corresponding Lines Of Code (LOC) that the component
user must implement to support additional users. In plain RUNES, for every new user, two additional
component instances are required and the corresponding LOC are: loading (2 LOC), instantiation
(2 LOC), configuration (2 LOC), and connection (3 LOC). Using the MDLI1, no new compo-
nent instances are needed and only configuration (2 LOC) is needed per additional user. In plain
LooCI two additional components are required per user and the corresponding LOC are: deployment
(2 LOC), activation (2 LOC), configuration (2 LOC), outbound Connection (2 LOC), and inbound
Connection (2 LOC). In MDL2 only configuration (2 LOC) and inbound Connection (2 LOC) are
needed per additional user. As one can see in Figure 3(B), the additional LOC and Figure 3(C) result-
ing component dependencies needed, quickly add up. Additionally, in plain RUNES and LooCI
manual consistency checks need to be performed per additional user to ensure that any new configu-
rations do not adversely affect existing users. A task that becomes considerably harder in large scale
deployments. Using the MDL no manual checking is required to avoid inconsistencies because of
conflicting configuration properties. It is important to note that in order for a user to perform these
consistency checks introspection support is needed from the component model runtime, which in
the case of LooCl is available but not for RUNES.

4.5. Resource control

To improve resource control on plain RUNES and LooClI, one could instantiate a single compo-
nent, as a singleton instance, to access a shared resource and then instantiate filtering components
to obtain the required sampling frequencies. However, this would impose additional constraints for
the component user and disruption of data flow every time a new filter needs to be added. Fur-
thermore, this requires the user to manually ensure that the resulting configurations are consistent
and that conflicts do not arise. Moreover, this solution would not work appropriately for users that
invoke sensors stochastically, for example, when motion is detected. Using the MDL a singleton
instance is used to access shared resources and no filtering components are needed to obtain different
temporal resolutions.

4.6. Replication based concurrency

Plain RUNES and LooCI support concurrency by using component replication. Only a single user
is able to configure the components and connect them in composition, if additional users require
to use different values for the configuration properties, additional component instances need to be
instantiated. As one may see from Figures 3(D), (F), and (A), there is a significant overhead for both
plain component models in memory usage, CPU, and latency. Furthermore, Figures 3(B) and (C)
illustrate clear advantages for the MDL in runtime configuration management.

As one can see from the evaluation, configuration properties can be cleanly separated from run-
time component instances and this technique can be seamlessly implemented on existing runtime
reconfigurable component models for WSNs. Lower RAM memory requirements can be seen above
two users. Effort in configuration management is lower in terms of amount of dependencies, LOC
and manual checks required. Evident benefit is obtained in performance time for configuration
operations of existing functionality. Furthermore, in the case of LooCl, significant reduction in
the deployment transmission overhead can be achieved with the MDL. The MDL is capable of
managing state for components used in a distributed composition. However, the component model
runtime infrastructure needs to provide support for distribution, which is provided in LooCI but not
in RUNES.
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5. RELATED WORK

Research approaches that allow multiple concurrently running applications to share a sensor network
can be broadly classified into network level sharing and node level sharing. Network level sharing
is based on the idea of partitioning the network, where each node can be dynamically or statically
assigned to an application [14]. However, this commonly requires node redundancy. On the other
hand, node level sharing approaches provide concurrency support and allow multiple applications to
run on the same node, which makes these more cost effective and resource efficient [8]. Node level
concurrency support is commonly included in WSN operating systems [13] and virtual machines
[10]. Developers are then free to select from various software modularization techniques like mod-
ules [13], agents [15], scripts [8], services [6], or components [2]. All these approaches, even those
offering loosely coupled interaction for WSNs, for example, publish subscribe based coordination
[3,4], mainly rely on the strategy of instance replication to enable sharing and offer no support to
ease runtime configuration management. We opted to focus on component based modularization
because of its proven benefits in software reusability [5], evolution, and adaptability [16]. However,
our approach is conceptually applicable to other modularization techniques as long as they provide
persistent artifacts and explicit configuration interfaces at runtime. Distributed database and multi-
query optimization techniques [12], implicitly support concurrent applications. However, they offer
limited support for localized actuation and stochastic occurrence based interaction, for example,
motion tracking [8].

Approaches that support runtime configuration management have been proposed for resource rich
environments in [9, 16] or with the use of component frameworks in [17], which ease configuration
effort but do not focus on concurrency in resource constraint environments. In the domain of web
services the search to enhance interface matching with semantic awareness focuses more on extend-
ing expressivity rather than resource efficiency and optimization [18]. Approaches that focus on
mobile environments but still require resource intensive models, as in Puppeteer [19] do not focus
on concurrency. In WSNs lightweight reconfiguration management has been proposed [20]; how-
ever, they rely on component replication also. Important to note that the MDL could be used with
the Figaro approach [20] and offer support for concurrency as it did for RUNES.

Reflective middleware has been used in concert with separation of configuration metadata in [7]
to improve application performance but does not explicitly consider concurrency. Previous research
efforts have identified the interest in the WSN community to use modular architectures that allow a
clean separation of concerns and demonstrated clear benefits from separating system configuration
from system logic [21]; however, limited to improve throughput and energy efficiency in the context
of data transmission.

6. CONCLUSIONS AND FUTURE WORK

In this paper, we have demonstrated how the proposed MDL can be seamlessly implemented on
existing component models for WSNs. We have shown that no restrictions need to be imposed on the
component model and no modifications to its API or coordination model are required. Ease of run-
time configuration management is achieved because the MDL manages component state and ensures
that no conflicting component configurations are used, which would otherwise render compositions
useless for some users. This relieves the component user from manually insuring consistent com-
positions. Memory overheads incurred from the use of the MDL are low and quickly compensated
under concurrent use.

In our work we assume that concurrency support is provided by the underlying operating system
or virtual machine. We have not yet evaluated our approach for the development of system software
or lower layer middleware services, where we expect communication latency to be an issue and that
the addition of different types of action execution phases can be needed, which can considerably
increase complexity of using our approach. Our current implementation does support state man-
agement for components used in distributed compositions. However, distributed optimization is not
supported, which could provide interesting benefits in WSNss.

Copyright © 2012 John Wiley & Sons, Ltd. Concurrency Computat.: Pract. Exper. (2012)
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In our future work we plan to extend the MDL to achieve distributed optimization and to integrate

it into a resource optimization framework.
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