ANALYSIS OF LOCALIZATION CUE PRESERVATION BY MULTICHANNEL WIENER FILTERING BASED BINAURAL NOISE REDUCTION IN HEARING AIDS
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ABSTRACT

In this paper the localization cue preservation of a noise reduction algorithm for binaural hearing aids is analyzed. In a binaural noise reduction procedure based on Multi-channel Wiener Filtering (MWF), the basic cost function is extended with terms related to the Interaural Transfer Functions (ITF) of a speech and noise source. To make the algorithm computationally feasible, these cost terms are simplified to quadratic terms. First it is shown that this approach cannot preserve the ITF of the speech and noise component simultaneously. However, the obtained output ITF is related to the output SNR. This will lead to a perceptually advantageous effect: a noisy output signal (low SNR) will be perceived in the direction of the noise source, while a clean output signal (high SNR) will be perceived in the direction of the speech source.

1. INTRODUCTION

Modern hearing aids make use of noise reduction algorithms to improve speech intelligibility in background noise. Hearing aids are mostly fitted with multiple microphones, which especially leads to an improvement in noise reduction performance because spatial information can be exploited in addition to spectral information [1, 2, 3]. A binaural setup, the hearing impaired person has two hearing aids that can communicate over a wireless link. Microphone signals from both hearing aids can then be shared, which further improves the noise reduction performance over a monaural configuration or bilateral configuration (two hearing aids that work independently).

Current noise reduction algorithms in bilateral hearing aids are not designed to preserve the localization cues (also called binaural cues). Namely, the ITD (interaural time difference) and ILD (interaural level difference), which are used when localising sounds [4]. Incorrect sound localization can endanger the hearing aid user (e.g. in traffic situations), and also imposes a disadvantage in speech segregation in noisy environments. A normal hearing person suppresses unwanted signals, coming from different directions than a desired signal, by correctly localising the desired and undesired sounds. This effect of spatial unmasking can lead to a speech intelligibility improvement up to 10 dB [5].

In contrast to the monaural or bilateral setups, a binaural noise reduction algorithm can be designed so that the advantage of binaural hearing can be fully exploited. In [3], a binaural noise reduction algorithm based on Multi-channel Wiener filtering (MWF) was introduced. It was proven in [6] that this algorithm preserves the binaural cues of the speech component, but changes the noise cues to those of the speech component. In [6] an extension was also proposed to trade-off some noise reduction performance for better cue preservation. The MWF cost function was extended with terms related to the interaural transfer functions (ITF) of the speech and noise components. Simulations in [6] with this MWF-ITF algorithm showed that it is then indeed possible to preserve both speech and noise binaural cues. To reduce computational complexity, a simplification was introduced in the ITF cost function to obtain quadratic cost terms [7]. Remarkably, perceptual tests in [7] showed an improvement in localization performance, even though this simplified cost function was used.

In this paper, the performance (in noise reduction and cue preservation) of the MWF algorithm with quadratic ITF extension is analyzed. In section 2, the MWF-ITF procedure is summarized and some objective performance measures for noise reduction and cue preservation are defined. In section 3 closed form expressions for the optimal MWF-ITF filters are derived, assuming a single speech source. It is proven that the quadratic ITF approach cannot preserve speech and noise cues simultaneously, but that the speech and noise ITF are changed to one and the same value, which is a combination of the input speech and noise ITF’s. Simulations in section 4 confirm these theoretical findings. However, it will be shown that there is an advantageous perceptual effect by evaluating the dependence of the obtained output ITF on the output SNR. This explains why the quadratic ITF extension indeed improved the perceptual localization performance in [7].

2. BINAURAL MULTI-CHANNEL WIENER FILTER WITH ITF EXTENSION: MWF-ITF

2.1 Configuration and notation

Figure 1: General binaural processing scheme
We consider the binaural hearing aid configuration depicted in Figure 1, where both hearing aids have a microphone array consisting of M microphones. The mth microphone signal in the left hearing aid \( Y_{L,m}(\omega) \) can be written in the frequency-domain as
\[
Y_{L,m}(\omega) = X_{L,m}(\omega) + V_{L,m}(\omega), \quad m = 1 \ldots M, \tag{1}
\]
where \( X_{L,m}(\omega) \) represents the speech component and \( V_{L,m}(\omega) \) represents the noise component. Similarly, the mth microphone signal in the right hearing aid is equal to \( Y_{R,m}(\omega) = X_{R,m}(\omega) + V_{R,m}(\omega) \). We define the 2M-dimensional signal vector \( Y \), omitting the frequency-domain variable \( \omega \) for conciseness, as
\[
Y = [Y_{L,1} \ldots Y_{L,M} \ Y_{R,1} \ldots Y_{R,M}]^T = [Y_L^T \ Y_R^T]^T. \tag{2}
\]
The signal vector can be written as \( Y = X + V \), where \( X \) and \( V \) are defined similarly as \( Y \). The correlation matrix \( R_x \), the speech correlation matrix \( R_s \) and the noise correlation matrix \( R_v \) are defined as
\[
R_x = \mathcal{E}\{YY^H\}, \quad R_s = \mathcal{E}\{XX^H\}, \quad R_v = \mathcal{E}\{VV^H\}, \tag{3}
\]
where \( \mathcal{E} \) denotes the expected value operator. Assuming that the speech and the noise components are uncorrelated, \( R_s = R_s + R_v \). It will be assumed that a single speech source is present, such that the speech component and speech correlation matrix are equal to:
\[
X = AS, \quad R_s = P_s A A^H, \tag{4}
\]
where vector \( A \) represents the transfer function between the speech source and the microphone array.

We will use the \( p \)-th microphone on the left hearing aid and the \( q \)-th microphone on the right hearing aid as the so-called reference microphones for the noise reduction algorithm (see section 2.2). The reference microphone signals are denoted as \( Y_L = X_L + V_L \) and \( Y_R = X_R + V_R \). The output signals \( Z_L \) and \( Z_R \) at the left and the right hearing aid are obtained by filtering and summing all microphone signals from both hearing aids, i.e.
\[
Z_L = W_L^HV, \quad Z_R = W_R^HV, \tag{5}
\]
where \( W_L \) and \( W_R \) are 2M-dimensional complex weight vectors. The output signal at the left hearing aid can be written as
\[
Z_L = Z_{Ld} + Z_{Lr} = W_L^H X + W_L^H V, \tag{6}
\]
where \( Z_{Ld} \) represents the speech component and \( Z_{Lr} \) represents the noise component of the output signal. Similarly, the output signal at the right hearing aid can be written as \( Z_R = Z_{Rd} + Z_{Rr} = W_R^H X + W_R^H V \). We define the 4M-dimensional complex stacked weight vector \( W \) as
\[
W = \begin{bmatrix} W_L \\ W_R \end{bmatrix}. \tag{7}
\]

### 2.2 Binaural Multi-channel Wiener Filter (MWF)

The binaural MWF produces a minimum-mean-square-error (MMSE) estimate of the speech components in the reference microphone signals \( Y_L \) and \( Y_R \). To provide a trade-off between speech distortion and noise reduction, the Speech Distortion Weighted Multi-channel Wiener filter (SDW-MWF) has been proposed which minimizes the weighted sum of the residual noise energy and the speech distortion energy [3]. The binaural SDW-MWF cost function is equal to
\[
J_{SDW}(W) = \mathcal{E}\{ \left\| X_L - W_L^H X \right\|^2 + \mu \left\| W_L^H V \right\|^2 \}, \tag{8}
\]
where \( \mu \) provides the mentioned trade-off. Hence, the filter minimizing \( J_{SDW}(W) \) is equal to
\[
W_{SDW} = R_v^{-1} r_v, \tag{9}
\]
with
\[
R_v = \begin{bmatrix} R_x + \mu R_v & 0 \\ 0 & R_x + \mu R_v \end{bmatrix}, \quad r_v = \begin{bmatrix} R_v e_L \\ R_v e_R \end{bmatrix}. \tag{10}
\]
where \( e_L \) and \( e_R \) are vectors of which only one element is equal to 1 and the other elements are equal to 0, i.e. \( e_L(\ell) = 1 \) and \( e_R(\ell) = 1 \).

### 2.3 Extension with interaural transfer function

To control the binaural cues of the speech and the noise components, it is possible to extend the SDW-MWF cost function with terms related to the Interaural Transfer Function (ITF) of the speech and the noise components, as has been proposed in [6, 7].

The input ITF of the speech and noise component are defined as
\[
ITF_v^s = \frac{Z_L}{V_L}, \quad ITF_v^n = \frac{X_L}{Z_R}, \tag{11}
\]
while the output ITF’s are equal to
\[
ITF_{out}^s = \frac{Z_{Ld}}{Z_R}; \quad ITF_{out}^n = \frac{Z_{Ld}}{Z_R} \tag{12}
\]
When the aim is to preserve the cues of the speech and the noise components, the desired output ITF’s are equal to the input ITF’s in (11). We assume the input ITF’s to be constant (as is e.g. the case for a single source\(^1\), such that they can be estimated in a least-squares sense, e.g. for the noise ITF as
\[
ITF_{v}^{des} = \frac{\delta\{V_L V_L^H\}}{\delta\{V_R V_R^H\}} \tag{13}
\]
and similarly for the speech ITF. The ITF cost function for preserving the cues of the noise component is then defined as
\[
J_{ITF,1}(W) = \left\{ \frac{W_L^H V - ITF_{v}^{des}}{W_R^H V} \right\}^2 \tag{14}
\]
Because (14) can only be minimized by means of iterative optimization techniques, a simplified quadratic ITF cost function is also introduced in [7], i.e.
\[
J_{ITF,2}(W) = \left\{ \frac{W_L^H V - ITF_{v}^{des}}{W_R^H V} \right\}^2 = W_L^H R_{st} W \tag{15}
\]
with
\[
R_{st} = \begin{bmatrix} R_v & -ITF_{v}^{des} R_v \\ -ITF_{v}^{des} R_v & |ITF_{v}^{des}|^2 \end{bmatrix}, \tag{16}
\]
\[
= \begin{bmatrix} I_{2M} & -ITF_{v}^{des} I_{2M} \\ -ITF_{v}^{des} I_{2M} & I_{2M} -ITF_{v}^{des} + I_{2M} \end{bmatrix}. \tag{17}
\]

The simplified cost function (15) will be used throughout this paper. The ITF cost function for the speech component is defined similarly as the ITF cost function for the noise component, by replacing the noise correlation matrix with the speech correlation matrix and the desired noise ITF with the desired speech ITF.

The total cost function trading off noise reduction, speech distortion and cue preservation is defined as
\[
J_{SDW-ITF}(W) = J_{SDW}(W) + \gamma J_{ITF,2}(W) + \delta J_{ITF,2}(W) \tag{18}
\]

\(^1\)In this case, it can also be shown that preserving the ITF is equivalent to preserving the phase of the cross-correlation, i.e. the ITD, and preserving the power ratio, i.e. the ILD.
where the parameters $\gamma$ and $\delta$ enable to put more emphasis on binaural cue preservation for the speech and noise component. Combining the quadratic cost functions (15) and the SDW cost function (8), a closed-form expression for the optimal filter is obtained, i.e.

$$W_{SDW-ITF} = (R + \gamma R_{st} + \delta R_{st})^{-1} r_s$$  \hspace{1cm} (19)$$

2.4 Objective performance measures

In this section objective measures are defined to compute the performance (noise reduction and cue preservation) of the algorithm, namely the output SNR, the error on the ITD (intersource temporal difference) cues and the error on the ILD (interaural level difference) cues.

The output SNR is defined as the power ratio of speech and noise component in the output signal, i.e. for the left hearing aid

$$SNR_{out, l} = \frac{\mathcal{E}\{|Z_{l}|^2\}}{\mathcal{E}\{|Z_{l, d}|^2\}} = \frac{W^H_{l} R_{l} W_{l}}{W^H_{l} R_{l} W_{l}} \hspace{1cm} (20)$$

The output SNR for the right hearing aid is defined in a similar fashion. The ITD error of the speech or noise component can be calculated as the difference of the phases of the cross-correlations at the input and the output. For example, the ITD error of the noise component is

$$\Delta ITD_{n} = \frac{\mathcal{E}\{Z_{l, d}^* Z_{r, d}\} - \mathcal{E}\{V_{l, d}^* V_{r, d}\}}{\pi}$$  \hspace{1cm} (21)$$

The ILD error is defined as the difference between the power level ratios’ at the input and the output. For example, the ILD error of the noise component is

$$\Delta ILD_{n} = 10 \log_{10} \frac{\mathcal{E}\{|Z_{l}|^2\}}{\mathcal{E}\{|Z_{l, d}|^2\}} - 10 \log_{10} \frac{\mathcal{E}\{|V_{l}|^2\}}{\mathcal{E}\{|V_{l, d}|^2\}} \hspace{1cm} (22)$$

The ITD and ILD error of the speech component are similarly defined.

3. THEORETICAL ANALYSIS OF MWF WITH QUADRATIC ITF EXTENSION

In this section, closed-form expressions are derived for the optimal filters and the output ITF corresponding to cost function (18). The ITF parameter $\gamma$ will be fixed to 0 to reduce the complexity of the equations, however, the derivation can also be made for the case $\gamma \neq 0$ which will lead to similar conclusions as the results given here. As mentioned in section 2.1, it is assumed that a single speech source is present as in (4).

Equation (4) together with (17) can be plugged into formula (19) for the optimal SDW-ITF filters. The matrix inversion in (19) can then be worked out by applying the matrix inversion lemma, i.e.

$$(R + \delta R_{st})^{-1} = R^{-1} - \frac{\delta}{\mu^2} \left[ \frac{P}{\alpha_0^* P} \left( I_{2M} + \frac{\delta(1 + |\alpha_0|^2)}{\mu} P \right)^{-1} \right] P R_{st}^{-1} \alpha_0^* P R_{st}^{-1}$$ \hspace{1cm} (23)$$

where

$$\rho = P_A A^H R_{st}^{-1} \hspace{0.1cm} A$$, \hspace{0.1cm} $\alpha_0 = -ITF_{v}^{des}$, \hspace{0.1cm} $P = I_{2M} - \frac{P_A R_{st}^{-1} A A^H}{\mu + \rho}$ \hspace{1cm} (24)$$

The optimal filters are obtained by multiplying (23) by a factor $r_s$, as in (19). Again, assuming a single speech source (4), this factor can be written as

$$r_s = P_s \left[ \begin{array}{c} A^*_L \\ A^*_R \end{array} \right],$$  \hspace{1cm} (25)$$

so that it can be shown that the optimal filters reduce to

$$W_{SDW-ITF, l} = \frac{P_s}{\mu + \rho} \left[ \begin{array}{c} \alpha_0^L - \xi A^*_L \left( ITF_{v}^{des} + A^*_R \right) \end{array} \right] R_{st}^{-1} A$$

$$W_{SDW-ITF, r} = \frac{P_s}{\mu + \rho} \left[ \begin{array}{c} \alpha_0^R + \xi ITF_{v}^{des} A^*_L - ITF_{v}^{des} A^*_R \end{array} \right] R_{st}^{-1} A$$

with

$$\xi = \frac{\mu + \rho + \delta(1 + |ITF_{v}^{des}|^2)}{\mu} \hspace{1cm} (26)$$

The expressions (26) show that the left and right filters (for every frequency $\omega$) are parallel vectors. As a consequence, the output ITF’s (12) of the speech and noise component will be the same and equal to

$$ITF_{out} = ITF_{v}^{in} - \xi \left( ITF_{v}^{in} - ITF_{v}^{des} \right) \hspace{1cm} (27)$$

As the speech and noise ITF’s are the same, it is not possible to preserve speech and noise binaural cues simultaneously with the quadratic ITF extension. The obtained ITF can be related to the input ITF’s of the speech and noise as is apparent in (27). For $\delta = 0$, the obtained filters (26) are the SDW-MWF optimal filters (9). The output ITF (27) becomes equal to $ITF_{v}^{des}$, which means speech and noise are both perceived in the speech direction. In [6], it was already shown that the standard SDW-MWF solution indeed preserves the speech cues, but distorts the noise cues.

The obtained output SNR can be derived by plugging (4) and (26) into (20). Again, because of the parallel filters, the output SNR at the left and right hearing aid are the same and equal to

$$SNR_{out} = P_s A^H R_{st}^{-1} A,$$  \hspace{1cm} (28)$$

which was defined as $\rho$ in (24). Remarkably, the output SNR is independent of the ITF parameter $\delta$. Furthermore, as the output ITF formula (27) contains a factor $\xi$ defined in (26), and $\xi$ in turn contains $\rho = SNR_{out}$, the obtained output ITF is related to the output SNR.

For $\gamma \neq 0$, it can be shown that the obtained filters are still parallel, which leads to the same conclusions as the case $\gamma = 0$: the speech and noise ITF’s are the same so that speech and noise cues cannot be preserved simultaneously.

4. SIMULATIONS

In this section, the performance of the SDW-MWF algorithm with quadratic ITF extension will be tested in a scenario of one speech source and one noise source. First, the setup will be briefly discussed. Then the binaural cue preservation of the algorithm will be evaluated for different values of the ITF parameters $\gamma$ and $\delta$. Finally, the relation between the obtained output ITF and the output SNR will be analyzed.

4.1 Data Model

The sources are located in the far-field of the microphone arrays in a non-reverberant environment. It is assumed that there is one speech and one noise source, and that they are located at angles $\theta_s$ and $\theta_d$, from the head, with an elevation $\phi = 0$. The speech and noise components of the microphone signals can thus be written as

$$X(\omega) = d(\omega, \theta_s) S(\omega), \hspace{0.5cm} V(\omega) = d(\omega, \theta_d) V(\omega),$$ \hspace{1cm} (29)$$

where $d(\omega, \theta)$ is the steering vector for angle $\theta$. The (omnidirectional) microphones are located on a head, so the head shadow effect will be taken into account. To achieve this, HRTF’s measured on a KEMAR dummy-head [8] are incorporated in the steering vectors. The speech and noise correlation matrices are constructed as

$$R_s(\omega) = P_s d(\omega, \theta_s) d^H(\omega, \theta_s),$$ \hspace{1cm} (30)$$

$$R_v(\omega) = P_v d(\omega, \theta_d) d^H(\omega, \theta_d) + P_{st} I_{2M},$$ \hspace{1cm} (31)$$
Figure 2: MWF-ITF with quadratic ITF extension; The ITD and ILD error for the noise and speech component are shown for different values of $\gamma$ and $\delta$.

Figure 3: MWF-ITF with quadratic ITF extension; The ITD and ILD error for the noise and speech component are shown in function of the ITF parameter $\delta$ and in function of the output SNR.
The parameters $P_s$, $P_n$, and $P_\alpha$ represent the powers of the speech source, (located) noise source and (internal) sensor noise. Some sensor noise, modelled as spatially uncorrelated noise, is added in (31) to add a degree of realism and to make the noise correlation matrix invertible.

4.2 Parameters

The experiments are performed using a speech source at $-5^\circ$ and a noise source at $40^\circ$. A 2-microphone array is used on both the left and the right hearing aid. The microphone distance on the left hearing aid is 2 cm, whereas the right hearing aid has a microphone distance of 1.5 cm. The algorithm is tested at a frequency of $\omega = 2\pi/2000 \text{ rad}/s$, the HRTF data is sampled at 44100 Hz. The signal powers are chosen as $P_s = P_n = 1$ and $P_\alpha = 0.01$. The parameter $\mu$ in the SDW-MWF cost function (8) is equal to 1.

4.3 ITD and ILD error for quadratic ITF extension

In figure 2 the ILD and ITD errors (defined in (21) and (22)) of speech and noise for the SDW-MWF with quadratic ITF extension (15) are shown. The ILD and ITD error for the noise component are shown in the left column, the ILD and ITD error for the speech component are shown on the right. For some choices of the ITF parameters $\gamma$ and $\delta$, the ITD/ILD errors on the noise component can be made arbitrarily small. However, the ITD/ILD errors on the speech component will then become large. On the other hand, when the ITD/ILD errors on the speech component are made small, the ITD/ILD errors on the noise component are large. An optimal choice of parameters, where the ITD/ILD errors of both noise and speech are small appears to be impossible. These results are in accordance with the theoretical discussion in the previous section, where it was shown that the output ITF’s of speech and noise component are equal, so speech and noise cues cannot be preserved simultaneously.

4.4 MWF with quadratic ITF extension: output ITF versus output SNR

The theoretical discussion and the previous simulations showed that it is impossible to preserve speech and noise binaural cues simultaneously. As such, this approach could seem to be inappropriate as a binaural noise reduction algorithm (if binaural cues should also be preserved), as it would be impossible to correctly localise both the speech and the noise source. In [7] the MWF-ITF algorithm (with quadratic ITF cost terms), was validated perceptually. An improvement in the total localisation performance (speech+noise) was observed, which seems to contradict the previous discussion. To explain the improvement, the relationship between the output SNR and the output ITF, which was also shown in (27), will be analysed.

In figure 3, the output SNR and the noise ITF parameter $\delta$ are varied. $\gamma$ is fixed to 0 in this simulation. To vary the output SNR, the signal power $P_s$ will be varied which changes the output SNR as seen in (28). As in previous sections, the noise and speech ITD and ILD errors are shown. It can be seen that for certain values of the ITF parameter $\delta$, the ITD/ILD errors of the noise component are small at low output SNR’s, while the speech ITD/ILD errors are small at high output SNR’s. This means the output ITF is shifted towards the input ITF of the noise component when the output SNR is low, while the output ITF is shifted towards the input ITF of the speech component in high SNR regions.

When the algorithm is applied on broadband signals, as in [7], the signals are processed with FFT’s and in every frequency bin the optimal filters are calculated. The obtained output SNR’s will vary in the different frequency bins, and similarly, the output ITF’s will vary. This in fact represents an advantageous perceptual effect: in frequency bins with a low output SNR, the ITF is shifted towards the noise ITF, so that the residual noise in the output signals can still be heard in the noise direction, and vice versa for the speech component.

5. CONCLUSION

In this paper the SDW-MWF with quadratic ITF extension was analyzed. For complexity reasons the ITF cost functions used here are simplified to quadratic cost terms. It was shown that the resulting procedure cannot preserve the speech and noise binaural cues simultaneously. However, it was also shown that there is an advantageous perceptual effect: in frequency bins where the output SNR is low, the ITF will be shifted towards the noise input ITF and vice versa for high output SNR and the speech ITF. As a result, the remaining noise in the output signals is perceived in the original direction of the noise component, and similarly, the speech component is perceived in the correct direction.
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