Abstract
This paper introduces CHR\(^{rp}\): Constraint Handling Rules with user-definable rule priorities. CHR\(^{rp}\) offers flexible execution control which is lacking in CHR. A formal operational semantics for the extended language is given and is shown to be an instance of the theoretical operational semantics of CHR. It is discussed how the CHR\(^{rp}\) semantics influences confluence results. A translation scheme for CHR\(^{rp}\) programs with static rule priorities into (regular) CHR is presented. The translation is proven correct and benchmark results are given. CHR\(^{rp}\) is related to priority systems in other constraint programming and rule based languages.
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1. Introduction
Constraint Handling Rules (CHR) [13] is a rule based language, originally designed for the implementation of constraint programming systems, but also increasingly used as a general purpose programming language [22, 28]. While language features such as multi-headed rules, guards and multi-set semantics make CHR very flexible as far as specifying the logic of a program is concerned, flexible execution control is lacking. On the one hand, the theoretical operational semantics (\(\omega\)) of CHR is highly non-deterministic and allows for practically no execution control at all. On the other hand there is the refined operational semantics (\(\omega_{rp}\)) [10], used by current CHR implementations, which fixes most of the execution strategy, but which is low-level and procedural in nature. To change the default execution strategy in implementations based on the \(\omega\), semantics, one has to use auxiliary constructs like flag constraints. Such an approach is neither flexible nor efficient.

In this paper, we extend CHR with user-definable rule priorities. This extension, called CHR\(^{rp}\), offers the flexible execution control needed for implementing highly efficient Constraint (Logic) Programming systems. Moreover, it facilitates implementing rule-based algorithms as these often require certain rules to be tried before others, either for efficiency reasons, or for correctness. Rule priorities allow the programmer to write programs that are more concise and efficient, but potentially not confluent under the \(\omega_{rp}\) semantics. They support a high-level form of execution control that is more declarative, flexible and comprehensible compared to the control offered by the refined operational semantics. In CHR\(^{rp}\), all execution control information is explicit in the rule priority annotations, which causes a clear distinction between the logic and the control aspect of a CHR\(^{rp}\) program.

As an alternative to rule priorities, CHR could be extended by other forms of execution control, most notably constraint priorities and execution in phases. These alternatives are discussed in the accompanying report [8]. In [31] it is shown that any algorithm can be implemented in CHR preserving time and space complexity, so neither rule priorities nor any other form of execution control increases the computational power or improves the complexity of CHR. Rule priorities however do improve the expressivity of CHR and make programs more concise and adaptable.

1.1 Overview
The rest of this paper is organized as follows. Section 2 reviews the syntax and semantics of CHR. In Section 3 motivation for, and examples of CHR\(^{rp}\) are given. The syntax and operational semantics of CHR\(^{rp}\) is formalized in Section 4. In that section, we also discuss its theoretical properties. Then, in Section 5, it is shown how CHR\(^{rp}\) programs with only static rule priorities, can be implemented as a source-to-source transformation to regular CHR, based on the refined operational semantics. In Section 6, we prove the correctness of our implementation, and investigate the runtime and space overhead it introduces. An empirical evaluation follows in Section 7 and Section 8 concludes.

2. Constraint Handling Rules
This section reviews the syntax and semantics of Constraint Handling Rules (CHR). For a more thorough introduction, see [13] or [25].

2.1 Syntax and Declarative Semantics
A constraint \(c(t_1, \ldots, t_n)\) is an atom of predicate \(c/n\) with \(t_i\) a host language value (e.g., a Herbrand term in Prolog) for \(1 \leq i \leq n\). There are two types of constraints: built-in constraints and CHR constraints (also called user-defined constraints). The CHR constraints are solved by the CHR program whereas the built-in
constraints are solved by an underlying constraint solver (e.g., the Prolog unification algorithm).

There are three types of Constraint Handling Rules: simplification rules, propagation rules, and simulation rules. They have the following form:

- Simplification: \( r \circ \ H' \iff g \mid B \)
- Propagation: \( r \circ H^k \iff g \mid B \)
- Simulation: \( r \circ H^k \setminus H' \iff g \mid B \)

where \( r \) is the rule name, \( H^k \) and \( H' \) are non-empty sequences of CHR constraints and are called the heads of the rule, the rule guard \( g \) is a sequence of built-in constraints, and the rule body \( B \) is a sequence of both CHR and built-in constraints. A program \( P \) is a set of CHR rules.

Let \( vars(A) \) be the variables occurring in \( A \), let \( \exists A F \) denote \( \exists X_1, \ldots, \exists X_n F \) where \( \{X_1, \ldots, X_n\} = vars(A) \) and let \( \forall A F \) denote \( \forall Y_1, \ldots, \forall Y_n F \) where \( \{Y_1, \ldots, Y_n\} = vars(A) \). Let \( H = (H^k, H', g) \).1 A CHR program \( P \) forms a constraint theory consisting of the constraint theory of the built-in constraint solver in conjunction with one of the following formulas for each rule \( r \) in \( P \) (depending on its type):

- Simplification: \( \forall_H((g) \rightarrow (H' \iff \exists_H B)) \)
- Propagation: \( \forall_H((H^k \wedge g) \rightarrow (\exists_H B)) \)
- Simulation: \( \forall_H((H^k \wedge g) \rightarrow (H' \iff \exists_H B)) \)

Operationally, CHR constraints have a multi-set semantics. To distinguish between different occurrences of syntactically equal constraints, CHR constraints are extended with a unique identifier. An identified CHR constraint is denoted by \( c \circ \bar{i} \) with \( c \) a CHR constraint and \( i \) the identifier. We write \( chv(c \# i) = c \) and \( id(c \# i) = i \). An alternative declarative semantics for CHR based on intuitionistic linear logic, that amongst others takes into account this multi-set semantics, is given in [3].

2.2 The Theoretical Operational Semantics

The theoretical operational semantics of CHR, denoted \( \omega_t \), is given in [10] as a state transition system. A CHR execution state \( \sigma \) is represented as a tuple \( \langle G, S, B, T \rangle \), where \( G \) is the goal, a multi-set of constraints that need to be solved; \( S \) is the CHR constraint store, a set of identified CHR constraints; \( B \) is the built-in constraint store, a conjunction of built-in constraints; \( T \) is the propagation history, a set of tuples denoting the rule instances that have already fired; and \( n \) is the next free identifier, used to identify new CHR constraints. The transitions of \( \omega_t \) are shown in Table 1.

The Solve transition solves a built-in constraint from the goal, the Introduce transition inserts a new CHR constraint from the goal into the CHR constraint store, and the Apply transition fires a rule instance. A rule instance \( \theta(r) \) instantiates a rule with CHR constraints matching the heads, using matching substitution \( \theta \).

2.3 The Refined Operational Semantics

The refined operational semantics of CHR, denoted by \( \omega_r \), is introduced in [10] as a formalization of the execution mechanism of current CHR implementations. While its initial purpose was descriptive, it has become a normative description of how CHR implementations should work. This is because many CHR programs are written with the \( \omega_r \) semantics in mind and often they do not work correctly under the \( \omega_t \) semantics (i.e., they are not confluent).

In Section 4, we present a more high-level alternative to the \( \omega_r \) semantics that still allows considerable execution control.

The \( \omega_r \) semantics is based on the concept of an active constraint. The active constraint is a CHR constraint that is used as a starting point for finding fireable rule instances. To ensure that all fireable rule instances are eventually tried, all new CHR constraints become active after they are asserted. CHR constraints that have been active before and whose variables are affected by a new built-in constraint, are reactivated.

The active constraint tries rules in textual order until either it finds a fireable rule instance or all rules have been tried. When a rule instance fires, its body is processed from left to right. Every new CHR constraint that is processed, is activated as soon as it is inserted into the constraint store. Every new built-in constraint is solved for, and all affected CHR constraints are activated one by one before processing the next constraint in the body. If the active constraint has not been removed, then after processing the rule body, it searches for the next fireable rule instance. Otherwise, processing resumes where it left before the constraint was activated.

3. Motivation and Examples

In this section, we show the benefits of our proposed language extension for some typical problems and illustrate them by examples. In these examples, we use CHR on top of Prolog, but the problems apply to other host languages as well.

3.1 Constraint Propagators

Constraint solvers generally make use of constraint propagators which filter out inconsistent values from the constraint variables’ domains. Efficient solvers use a priority system to make sure that constraint propagators that are computationally cheaper or are expected to have a greater impact, are scheduled early [24, 30]. CHR rules are often used as templates for constraint propagators which are instantiated by actual constraints.

Example 1. We represent a binary constraint \( C \) between two variables \( X \) and \( Y \) as \( c(C, X, Y) \). The domain \( DX \) of a variable \( X \) is represented as \( d(X, DX) \). The following rules implement two constraint propagators:

\[
ac_1 \circ c(C, X, Y), d(Y, DY) \setminus d(X, DX_0) \leftrightarrow \text{filter}(DX_0, [C, \{Y-DY\}, DX_1]), DX_0 \setminus DX_1 \mid \text{d}(X, DX_1) \text{ pragma priority(1)}.
\]

\[
ac_2 \circ c(C, X, Y), d(X, DX) \setminus d(Y, DY) \leftrightarrow \text{filter}(DY_0, [C, \{X-DX\}, DY_1]), DY_0 \setminus DY_1 \mid \text{d}(Y, DY_1) \text{ pragma priority(1)}.
\]

\[
pc_1 \circ c(C_1, X, Y), c(C_2, Y, Z), c(C_3, X, Z), d(Y, DY), d(Z, DZ) \setminus d(X, DX_0) \leftrightarrow \text{filter}(DX_0, [C_1, C_2, C_3, \{Y-DY, Z-DZ\}], DX_1), DX_0 \setminus DX_1 \mid \text{d}(X, DX_1) \text{ pragma priority(2)}.
\]

\[
pc_2 \circ c(C_1, X, Y), c(C_2, Y, Z), c(C_3, X, Z), d(X, DX), d(Z, DZ) \setminus d(Y, DY_0) \leftrightarrow
\]
filter([\text{D}_0, [C_1,C_2,C_3], [X-DX, Z-DZ], \text{DY}], 2).
\text{DY} \leftarrow \text{DY} \setminus \{d(Y, \text{DY})\} \text{ pragma priority}(2).
\text{pc}_1 \oplus c(C_1, X, Y), c(C_2, Y, Z), c(C_3, X, Z),
d(X, DX), d(Y, \text{DY}) \setminus \{d(Z, \text{D}_0)\} \leftarrow
filter([\text{D}_0, [C_1,C_2,C_3], [X-DX, Y-DY], \text{D}_1], \text{D}_2) \setminus \{d(Z, \text{D}_2)\} \text{ pragma priority}(2).

In this example, the rules ac_1 and ac_2 implement arc consistency, and rules pc_1, pc_2, and pc_3 implement path consistency. Because the latter is more costly, we assign it a lower priority. We use the \textit{pragma} priority/1 to indicate the rule priorities. Smaller numbers denote higher priorities.

The consistencies are implemented by using the \textit{filter} predicate which filters out the inconsistent values in the domain of one of the variable involved, given the constraints in which it appears and the domains of the other variables involved.

At first sight it might appear that, given the textual order of the rules, the refined operational semantics of CHR ensures that the arc consistency rules are always tried before the path consistency rules. The following situation shows that this is not always the case. Let X be a variable whose domain DX has changed to DX by using one of the arc consistency rules with as active constraint the domain of some variable Y. Assume that X is arc consistent. The constraint \(d(X, DX)\) becomes active and the rules ac_1 and ac_2 are tried, none of which fires. At that moment, rule pc_1 will be tried, while there might still be a variable (e.g., Y) that is not arc consistent yet. In contrast, rule priorities ensure that these variables are made arc consistent first.

3.2 Constraint Store Invariants

It is often desirable to impose certain representational invariants on the constraints in the CHR constraint store. An example of such an invariant is set semantics: no two syntactically equal constraints can exist in the constraint store. These invariants may be violated when asserting new constraints (both built-in and CHR) and we can use special purpose CHR rules for restoring them. Such rules should fire before any rule that expects (a subset of) the invariants.

Example 2. Consider that we want to check whether two graphs, \(G_1\) and \(G_2\) are equal. We do this by removing those edges that are common to both graphs. If there are still edges after reaching a final point, then the graphs are different. We represent the edges of graph \(G_1\) and \(G_2\) by the edge constraints \(e_1/2\) and \(e_2/2\) respectively. This gives us the following program:

\[
\begin{align*}
s_1 \oplus e_1(X, Y) &\leftarrow e_1(X, Y) \iff \text{true pragma priority}(1). \\
s_2 \oplus e_2(X, Y) &\leftarrow e_2(X, Y) \iff \text{true pragma priority}(1). \\
r_c \oplus e_1(X, Y), e_2(X, Y) &\iff \text{true pragma priority}(2).
\end{align*}
\]

Edges obey set semantics, as implemented by the rules \(s_1\) and \(s_2\). The rule \(r_c\) (remove common) removes these edges that appear in both graph \(G_1\) and in graph \(G_2\). Now consider the query:

\[
? - e_1(X, X), e_1(X, Y), e_2(Y, X), X = Y.
\]

When executing this query using the refined operational semantics, ignoring the rule priorities, the \(X = Y\) built-in constraint causes the sequential activation of all three CHR constraints. If the \(e_1/2\) constraint is activated before any of the \(e_2/2\) constraints, then rule \(r_c\) fires before the \(s_2\) rule is tried, which results in a final constraint store containing the \(e_2(X, X)\) constraint which erroneously indicates that the graphs are different.

We already mentioned in the introduction that rule priorities require that the highest priority rule for which a fireable rule instance exists, fires. This is a global notion in that it does not matter which constraints participate in the firing rule instance, and in particular, there is no concept of an active constraint. So using rule priorities, the set semantics rules will always be tried before the lower priority rule \(rc\) and when the highest priority fireable rule instance is one of priority 2 (or less), then there will be no two syntactically equal \(e_1/2\) or \(e_2/2\) constraints.

The above example can be implemented correctly using the refined semantics, but this leads to inefficient and unreadable code:

\[
\begin{align*}
s_1 \oplus e_1(X, Y) &\leftarrow e_1(X, Y) \iff \text{true}. \\
s_2 \oplus e_2(X, Y) &\leftarrow e_2(X, Y) \iff \text{true}. \\
s_3 \oplus e_1(X, Y) &\leftarrow e_1(X, Y) \iff \text{true}. \\
s_4 \oplus e_2(X, Y) &\leftarrow e_2(X, Y) \iff \text{true}. \\
s_5 \oplus e_1(X, Y) &\leftarrow e_1(X, Y) \iff \text{true}. \\
s_6 \oplus e_2(X, Y) &\leftarrow e_2(X, Y) \iff \text{true}. \\
r_c \oplus e_1(X, Y), e_2(X, Y) &\iff \text{true}.
\end{align*}
\]

3.3 Dynamic Rule Priorities

Rule priorities are called dynamic if they depend on (the arguments of) the constraints that form a rule instance. Dynamic rule priorities are only known at runtime and different instances of the same rule may have a different priority.

Example 3 (Dijkstra’s Shortest Path). The program below implements Dijkstra’s shortest path algorithm using dynamic rule priorities.

\[
\begin{align*}
d_1 \oplus \text{source}(V) &\iff \text{dist}(V, 0) \iff \text{pragma priority}(1). \\
d_2 \oplus \text{dist}(V, D_1) &\iff \text{dist}(V, D_2) \iff D_1 < D_2 \iff \text{true pragma priority}(1). \\
d_3 \oplus \text{dist}(V, D), \text{dist}(V, C, U) &\iff \text{dist}(U, D, C) \iff \text{pragma priority}(D+2).
\end{align*}
\]

Here, an \(\epsilon(V, C, U)\) constraint represents an edge from node \(V\) to node \(U\) with cost \(C\). A source/1 constraint fixes the source for the (single-source) shortest path algorithm. The algorithm computes \(\leq2\) constraints representing the distance of the shortest path from the source node to a given node. Rule \(d_1\) states that the distance from the source node to itself is zero. Rule \(d_2\) removes redundant \(\leq2\) constraints. Finally, rule \(d_3\) "labels" the nodes connected to the node that is closest to the source node and for which this has not been done yet. The (dynamic) rule priority ensures that there exists no node closer to the source node that has not been considered for labeling.

Example 4 (Sudoku). The Sudoku solver from the CHR website [27] keeps track of the number of possible values for each Sudoku cell and chooses a value from the most constrained cell first. To do so, the following code is used:

\[
\begin{align*}
\text{fillone}(N), f(A, B, C, D, N, L) &\iff \\
\text{member}(V, L), f(A, B, C, D, V), \text{fillone}(1). \\
\text{fillone}(N) &\iff N < 9 \iff \text{fillone}(N+1). \\
\text{fillone}(_) &\iff \text{true}.
\end{align*}
\]

The \(\leq6\) constraints represent a Sudoku cell: the first 4 arguments denote the position of the cell (which \(3 \times 3\) block and which cell in this block); the \(5^{th}\) argument is the number of remaining possible values for the cell; the \(6^{th}\) argument is a list of these values. If a cell has only one possible value, it is represented by a \(\leq5\) constraint where the first 4 arguments again denote the position of the cell and the \(5^{th}\) argument is the value of the cell.

Initially, the store contains the constraint \(\text{fillone}(1)\). The argument of this constraint is increased until a match is found and a rule fires. After the rule has fired, it is reset to 1. In CHR\textsuperscript{D} we can get the same result using only one rule:

\[
\begin{align*}
\text{fillone}(N), f(A, B, C, D, N, L) &\iff \\
\text{member}(V, L), f(A, B, C, D, V), \text{fillone}(1). \\
\text{fillone}(N) &\iff N < 9 \iff \text{fillone}(N+1). \\
\text{fillone}(_) &\iff \text{true}.
\end{align*}
\]
4. CHR

that better suits the needs of CHR programmers. In this section, we CHR programmers were forced to either write confluent programs that are correct under any execution strategy supported by the theoretical operational semantics of CHR, or, to take into account the low-level details of the refined operational semantics. While the latter is useful from the CHR compiler developer’s perspective, it does not offer the flexible execution control requested by the CHR user. CHR\textsuperscript{P} forms a high-level alternative for execution control that better suits the needs of CHR programmers. In this section, we introduce the syntax and semantics of CHR\textsuperscript{P} and investigate its theoretical properties.

4.1 Syntax

The syntax of CHR\textsuperscript{P} is compatible with the syntax of (regular) CHR. A CHR\textsuperscript{P} simpagation rule looks as follows:

$$r @ H^k \setminus H^i \iff g \mid B \text{ pragma priority}(p)$$

where $r$, $H^k$, $H^i$, $g$, and $B$ are as defined in Section 2.1. The rule priority $p$ is an arithmetic expression for which holds that $\text{vars}(p) \subseteq (\text{vars}(H^k) \cup \text{vars}(H^i))$, i.e., all variables in $p$ also appear in the heads. A rule in which $\text{vars}(p) = \emptyset$ is called a static priority rule: its priority is known at compile time and equal for all rule instances. A rule in which $\text{vars}(p) \neq \emptyset$ is called a dynamic priority rule: its priority is only known at runtime and different rule instances of the same rule may fire at different priorities.

4.2 The Priority Semantics

We propose a formal operational semantics for CHR\textsuperscript{P}. It is called the priority semantics and denoted by $\omega_p$. It consists of a refinement of the $\omega_t$ semantics with a minimal amount of determinism in order to support rule priorities. The $\omega_p$ semantics uses the same state representation as the $\omega_t$ semantics. Its transitions are shown in Table 2.

The $\omega_p$ semantics restricts the applicability of the Apply transition with respect to the $\omega_t$ semantics. It is only applicable to states with an empty goal and it fires a rule instance of priority $p$ in state $\sigma$ only if there exists no $\omega_t$ Apply transition $\sigma \xrightarrow{\omega_t} \sigma'$ that fires a rule instance of a higher priority. The Solve and Introduce transitions are unchanged.

4.3 Correspondence

In this subsection, we discuss the correspondence between the $\omega_p$ semantics of CHR\textsuperscript{P} and the $\omega_t$ semantics of CHR. Every CHR\textsuperscript{P} program is a CHR program if we ignore the priority annotations. We show that every $\omega_p$ derivation is also a derivation under $\omega_t$ (Theorem 1). We then prove that the $\omega_p$ semantics respects rule priorities (Theorem 2). Finally, for CHR\textsuperscript{P} programs in which all rule priorities are equal, we show that every $\omega_t$ derivation corresponds to an $\omega_p$ derivation (Theorem 3).

**Theorem 1.** Every derivation $D$ under $\omega_p$, is also a derivation under $\omega_t$. If a state $\sigma$ is a final state under $\omega_p$, then it is also a final state under $\omega_t$.

Proof. The first part of the theorem holds because $\omega_p$ only adds restrictions to the applicability of $\omega_t$ transitions. For the second part, suppose that state $\sigma$ is a final state under $\omega_p$, but not under $\omega_t$. The only transition applicable under $\omega_t$ must be the Apply transition, since the Solve and Introduce transitions are equal in both semantics. This means that the goal must be empty.

From all Apply transitions that are applicable in state $\sigma$ under $\omega_t$, we can choose the one that fires the highest priority rule instance. It is clear that this transition is also applicable under $\omega_p$, which contradicts our assumption. This proves the second part of the theorem.

**Theorem 2.** If an Apply transition is applied to a state $\sigma$ under $\omega_p$, firing a rule instance of priority $p$, there is no derivation under $\omega_t$ and starting in $\sigma$ in which the first Apply transition fires a higher priority rule instance.

Proof. The $\omega_p$ Apply transition, applied on state $\sigma$, fires the highest priority rule instance that can fire given the current built-in store, CHR store and propagation history. If there is an $\omega_t$ derivation $D$ starting in $\sigma$ in which the first $\text{Apply}$ transition fires a rule instance of a higher priority, then $D$ must contain a $\text{Solve}$ or $\text{Introduce}$ transition that updates respectively the built-in store or CHR store, and that makes the rule instance fireable. Since the $\omega_p$ Apply transition requires the goal to be empty, no such derivation can exist.

For every state $\sigma = (G, S, B, T)_n$, there exists a derivation $\sigma \xrightarrow{\omega_p} \sigma^*$ where $\sigma^* = (\emptyset, S \cup S', B \land B', T)_{n+1}|S'|$ and $G = B' \cup \text{chr}(S')$, $B' = \text{a multi-set of built-in constraints}$, $S'$ is a set of identified CHR constraints and $|S'|$ is the number of elements in $S'$. The derivation is formed by solving all built-in constraints, and introducing all CHR constraints in the goal $G$. We call state $\sigma^*$ a normalization of $\sigma$. There are $|S'|!$ such normalizations, one for each order in which the CHR constraints of the goal are introduced.

**Theorem 3.** For a given CHR\textsuperscript{P} program $P$ in which all rule priorities are equal, it holds that for every non-failing derivation $D$ under $\omega_t$, if $\sigma_1 \xrightarrow{\omega_t} \sigma_2 \in D$ then for every normalization $\sigma_2^*$ of $\sigma_2$, there exists a normalization $\sigma_1^*$ of $\sigma_1$ such that $\sigma_1^* \xrightarrow{\omega_p} \sigma_2^*$. If a state $\sigma$ is a final state under $\omega_t$, it is also a final state under $\omega_p$.

Proof. Given $\sigma_1 \xrightarrow{\omega_t} \sigma_2 \in D$. We look at each of the three possible transitions:

1. Solve: $\sigma_1 = (\{c\} \sqcup G, S, B, T)_n$ and $\sigma_2 = (G, S, c \land B, T)_n$. Clearly all normalizations of $\sigma_1$ and $\sigma_2$ are equal.

2. Introduce: $\sigma_1 = (\{c\} \sqcup G, S, B, T)_n$ and $\sigma_2 = (G, \{c\#n\} \cup S, B, T)_{n+1}$. All normalizations of $\sigma_2$ are also normalizations of $\sigma_1$.

3. Apply: $\sigma_1 = (G, H' \sqcup S, B, T)_n$ and $\sigma_2 = (C \sqcup G, S, \emptyset \land B, T')_n$. In any normalization of $\sigma_1$, the same rule instance can fire because introducing CHR constraints to the store nor

Table 2. Transitions of $\omega_p$

<table>
<thead>
<tr>
<th>Transition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(A, B, C, D, N, L) \iff \text{member}(V, L)$, $f(A, B, C, D, V)$</td>
<td>Pragma priority($N$).</td>
</tr>
</tbody>
</table>
solving built-in constraints from the goal can prevent a rule instance from being fireable. So we have for every normalization \( \sigma_1^* \) of \( \sigma_1 \) that \( \sigma_1^* = (\emptyset, H', S \cup S', B \land B', T)_{\omega_0} \vdash \rho \to \omega \) and \( (C, S \cup S', B \land B', T'_{\omega_0}) = \sigma_2^* \). It is easy to see that every normalization of \( \sigma_2 \) corresponds to a normalization of such a state \( \sigma_2^* \) for some normalization of \( \sigma_1 \).

We conclude that for every transition \( \sigma_1 \xrightarrow{\omega_0} \sigma_2 \), there exists a corresponding derivation \( \sigma_1^* \xrightarrow{\omega_0} \sigma_2^* \) for every normalization \( \sigma_1^* \) of \( \sigma_2 \). The second part of the theorem follows from Theorem 1.

Theorem 3 implies that for CHR\(^{\text{IP}} \) programs in which all rule priorities are equal, every execution strategy under \( \omega_1 \) is consistent with \( \omega_1 P \), and so such programs can be executed using the refined operational semantics as implemented by current CHR implementations. While such CHR\(^{\text{IP}} \) programs are obviously degenerate, execution under the \( \omega_1 \) semantics or slightly altered versions of it, is possible for a larger class of programs. This is illustrated in Section 5, where we show how CHR\(^{\text{IP}} \) programs with static rule priorities can be executed in CHR implementations based on the \( \omega_1 \) semantics, by using a straightforward source-to-source transformation.

4.4 Confluence

In [1], a criterion is given for deciding whether a (terminating) CHR program is confluent under the \( \omega_1 \) semantics. Confluence is based on the concept of joinability:

**Definition 1 (Joinability).** Two states \( \sigma_1 \) and \( \sigma_2 \) are joinable given program \( P \) and operational semantics \( \omega \) if \( \sigma_1 \xrightarrow{\omega} \sigma_1^* \) and \( \sigma_2 \xrightarrow{\omega} \sigma_2^* \) with \( \sigma_1^* \) and \( \sigma_2^* \) variants with respect to the common variables of \( \sigma_1 \) and \( \sigma_2 \).

Two execution states are variants with respect to a set of variables \( V \) if they are identical modulo renaming of constraint identifiers, and after projection of the built-in constraints on the variables in \( V \) or removal of propagation history tuples involving removed CHR constraints.

**Definition 2 (Local Confluence).** A CHR program \( P \) is locally confluent under operational semantics \( \omega \) if for all states \( \sigma, \sigma_1 \) and \( \sigma_2 \): if \( \sigma \xrightarrow{\omega} \sigma_1 \) and \( \sigma \xrightarrow{\omega} \sigma_2 \) then \( \sigma_1 \) and \( \sigma_2 \) are joinable.

If \( P \) terminates then local confluence implies confluence.

**Definition 3 (Confluence).** A CHR program \( P \) is confluent under operational semantics \( \omega \) if for all states \( \sigma, \sigma_1 \) and \( \sigma_2 \): if \( \sigma \xrightarrow{\omega} \sigma_1 \) and \( \sigma \xrightarrow{\omega} \sigma_2 \) then \( \sigma_1 \) and \( \sigma_2 \) are joinable.

Under \( \omega_1 \), local confluence can be proven by checking all critical pairs for joinability. A critical pair consists of two minimal states \( \sigma_1 \) and \( \sigma_2 \) which follow from firing respectively rule instance \( \theta_1(r_1) \) and \( \theta_2(r_2) \) in common ancestor state \( \sigma \) such that \( \theta_1(r_1) \cap \theta_2(r_2) \) cannot fire in \( \sigma_1 \) and \( \theta_1(r_1) \cap \theta_2(r_2) \) cannot fire in \( \sigma_2 \). Clearly, under \( \omega_1 \), a critical pair only follows from firing rule instances with equal priority.

If a rule instance \( \theta(r) \) is fireable in state \( \langle G, S, B, T \rangle_{\omega_1} \) under \( \omega_1 \), then it is also the case in any (non-failed) “larger” state \( \langle G \cup G', S \cup S', B \cup B', T' \setminus T'_{\omega_1} \rangle_{\omega_1} \). This result does not hold under \( \omega_1 \), because adding CHR or built-in constraints to the store or removing propagation history tuples, can cause a higher priority rule instance to become fireable. A similar problem was found in [9] for the refined operational semantics, although its exact cause was not clearly identified.

We do not consider non-monotone guards like Prolog’s var/1. They are not allowed in pure CHR.

**Example 5.** Consider the following example, adapted from [9] and extended with rule priorities:

\[
\begin{align*}
\text{r1} @ p, q(_) & \iff \text{r pragma priority(1)}. \\
\text{r2} @ q(_), q(_) \setminus r & \iff \text{true pragma priority(2)}. \\
\text{r3} @ r \setminus q(_) & \iff \text{true pragma priority(3)}. \\
\text{r4} @ r & \iff \text{true pragma priority(4)}.
\end{align*}
\]

A critical pair for rule \( \text{r1} \) is

\[
\langle \{\text{r}\}, \{q(1)[\#1]\}, \text{true}, T_1 \rangle_n, \langle \{r\}, \{q(2)[\#2]\}, \text{true}, T_2 \rangle_n
\]

with common ancestor state

\[
\langle \emptyset, \{q(1)[\#1], q(2)[\#2], p[\#3]\}, \text{true}, T \rangle_n
\]

Both states further derive into \( \langle \emptyset, \emptyset, T' \rangle_{n+1} \) and so it seems that there is confluence. However, given the initial goal \( \{p, q(1), q(2)\} \) we get the final stores \( \{q(1), q(2)\}, \{q(2), q(3)\} \) or \( \{q(1), q(3)\} \). The problem is that in a minimal state, rule \( \text{r2} \) is not applicable and rules \( \text{r3} \) and \( \text{r4} \) can fire. In a larger state, \( \text{r2} \) may become applicable and rule \( \text{r3} \) and \( \text{r4} \) to be not applicable anymore.

Clearly, it is not sufficient to look at minimal states only. We can limit the number of potential states by noting that in the ancestor state of a critical pair, no higher priority rule instance could fire. A practical confluence test is however outside the scope of this paper.

4.5 Examples

We illustrate the different behavior of the \( \omega_0 \) semantics and the \( \omega_1 \) semantics on some small examples. The first example shows that rule priorities are “stronger” than rule order under the \( \omega_1 \) semantics.

**Example 6.** Consider the following program:

\[
r_1 @ a \iff \text{write('rule 1
'), b pragma priority(2).} \\
r_2 @ a, b \iff \text{write('rule 2
') pragma priority(3).} \\
r_3 @ a \iff \text{write('rule 3
') pragma priority(5).} \\
r_4 @ a, b \iff \text{write('rule 4
') pragma priority(4).}
\]

Using the refined operational semantics, the rule priority declarations are ignored. For the initial goal \( a \), we get the following output:

<table>
<thead>
<tr>
<th>( \omega_0 ) Semantics</th>
<th>( \omega_1 ) Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>rule 1</td>
<td>rule 1</td>
</tr>
<tr>
<td>rule 2</td>
<td>rule 2</td>
</tr>
<tr>
<td>rule 3</td>
<td>rule 3</td>
</tr>
</tbody>
</table>

In the \( \omega_1 \) semantics, constraint \( a \) is removed by rule \( \text{r2} \) before rule \( \text{r3} \) is tried. This causes rule \( \text{r2} \) to be not applicable anymore. There is no rule ordering that can cause rule \( \text{r3} \) to be fired after rule \( \text{r2} \) but before rule \( \text{r4} \) in the \( \omega_1 \) semantics.

The following two examples illustrate the non-determinism in the \( \omega_1 \) semantics. Note that this non-determinism could be removed by further refining the \( \omega_1 \) semantics (e.g., using rule order, recency, etc. to resolve conflicts). However, we prefer to keep all the determinism users can rely on, explicit in the priority annotations.

**Example 7.** Consider the following program:

\[
r_1 @ a(X) \iff \text{write(r1:X), nl pragma priority(1).} \\
r_2 @ a(X) \iff \text{write(r2:X), nl pragma priority(2).}
\]

For the initial goal \( a(1) \), \( a(2) \), we get the following output:

<table>
<thead>
<tr>
<th>( \omega_0 ) Semantics</th>
<th>( \omega_1 ) Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1:1</td>
<td>r1:1</td>
</tr>
<tr>
<td>r1:2</td>
<td>r1:2</td>
</tr>
<tr>
<td>r1:2</td>
<td>r1:2</td>
</tr>
<tr>
<td>r2:1</td>
<td>r2:1</td>
</tr>
<tr>
<td>r2:2</td>
<td>r2:2</td>
</tr>
<tr>
<td>r2:1</td>
<td>r2:1</td>
</tr>
</tbody>
</table>
Example 8. Consider the following program:
\[
\begin{align*}
r_1 & @ a \Rightarrow \text{write}(\text{rule 1 \& \& n}) \text{ pragma priority(1)}. \\
r_2 & @ a \Rightarrow \text{write}(\text{rule 2 \& \& n}) \text{ pragma priority(1)}.
\end{align*}
\]
In this example, rules \(r_1\) and \(r_2\) have an equal priority. For the initial goal \(a\), we get the following output:
\[
\begin{array}{|c|c|c|}
\hline
\omega_r & \omega_p & \\hline
\text{rule 1} & \text{rule 1} & \text{rule 2} \\hline
\text{rule 2} & \text{rule 2} & \text{rule 1} \\hline
\end{array}
\]
Here, the non-determinism is caused by the existence of different rules with the same priority.

Example 9. A form of negation by absence can be implemented as follows:
\[
\begin{align*}
r_1 & @ a \; \text{no_a} \Leftrightarrow \text{fail pragma priority(1)}. \\
r_2 & @ \; \text{no_a} \Leftrightarrow \text{true pragma priority(2)}.
\end{align*}
\]
Under the \(\omega_r\) semantics, the goal \(a, \text{no_a}\) either fails or succeeds, whereas under the \(\omega_p\) semantics it must fail. The goal succeeds under both semantics.

5. Translating \(\omega_{\text{IP}}\) into CHR

In this section, we present a source-to-source transformation that transforms a \(\omega_{\text{IP}}\) program into a CHR program that is equivalent when executed under the \(\omega_r\) semantics.

We make use of Prolog as host language, but the transformation can be adapted to work with other host languages. We also make use of some compiler directives of the K.U.Leuven CHR system [26] for reasons of efficiency and conciseness.

The implementation presented in this section depends on some details of the \(\omega_r\) semantics. Therefore, we briefly review its state representation and transitions. More details can be found in [10].

An \(\omega_r\) execution state is a tuple \((A, S, B, T)_n\) with \(S, B, T\) and \(n\) as in the \(\omega_r\) semantics and \(A\) the execution stack: a sequence of built-in constraints and (occurred) identified CHR constraints. An occurred identified CHR constraint is represented as \(c\#i : j\) and denotes the identified CHR constraint \(c\#i\) which is considered as active constraint in its \(j^{\text{th}}\) occurrence in the program \(P\). The transitions of \(\omega_r\) are shown in Table 3.

The proposed translation implements the following 4 changes to the refined operational semantics to make it compatible with the priority semantics:

1. A new CHR constraint is not activated when it is introduced to the store by the Activate transition. Instead, it is scheduled for activation at each priority for which it has an occurrence.
2. A CHR constraint that is reconsidered by the Solve transition, is not reactivated by the Reactivate transition when it appears on top of the execution stack. Instead, it is rescheduled for activation at each priority for which it has an occurrence.
3. A constraint is activated at a given priority: the current priority. It only tries rules of this priority.
4. After processing the initial goal (query) and at the end of processing a rule body, the highest priority scheduled constraint

\[c(\bar{X}) \Leftrightarrow \text{c'}(\bar{X}, \_).\]

5.2 Representation of the Current Priority

The current priority is represented as a priority\(\_\) constraint. At all times, the CHR constraint store contains exactly one such constraint. In the initial state, the constraint store contains the constraint \(\text{priority}(P_0)\) with \(P_0\) lower than any rule priority in the program \(P\). The current priority is changed by asserting a set_priority\(\_\) constraint which fires the following rule:

\[\text{set_priority}(P), \text{priority}(\_) \Rightarrow \text{priority}(P).\]

5.3 Scheduling Constraints

A constraint \(c(\bar{X})\) (with extended representation \(c'(\bar{X}, T)\)) is scheduled by the following rule:

\[\text{priority}(P_0)\#Id, \; \text{c'}(\bar{X}, T) \Rightarrow \text{trigger}(T) \mid \text{insert}(P_0,T), \ldots, \text{insert}(P_n,T) \mid \text{pragma passive(Id)}, \text{no_history}.\]
This rule can only fire if there is a priority(P, r) constraint in
the store. This allows us to distinguish between “normal” acti-
vation (after introducing the CHR constraint) and reactivation
(after asserting a built-in constraint that affects the CHR con-
straint’s arguments) on the one hand, and reactivation “on demand” on
the other.

The pragma passive/1 states that the constraint referred to
by its argument (the priority/1 constraint in this case) does not
try this rule, i.e., when a new priority/1 constraint is asserted,
the rule is not considered. The pragma no_history/0 states that
no propagation history is to be used for this rule, i.e., it can fire
multiple times using the same combination of CHR constraints.

The trigger(T) guard ensures that built-in constraints on trigger
variable T will reactivate the constraint c₁(X, T) (see Section
5.5). The trigger/1 predicate equals true.

5.4 Rule Transformation
Every CHR\footnote{The trigger variable has an attribute containing the constraints in which it
is contained. If such an attribute does not exist, this means that the constraint
has already been removed.} rule
\[
\begin{align*}
& r @ c₁(X₁), \ldots, cᵣ₋₁(Xᵣ₋₁) \land cᵣ(Xᵣ), \ldots, cₙ(Xₙ) \\
& \quad \Rightarrow \text{guard} \mid \text{body} \text{ pragma priority}(P).
\end{align*}
\]
is transformed into a CHR rule
\[
\begin{align*}
& r @ \text{priority}(P) \# \text{Id₀}, \\
& \quad c₁(X₁, \ldots, Xᵣ₋₁) \# \text{Id₁}, \ldots, cᵣ₋₁(Xᵣ₋₁, \ldots, Xₙ₋₁) \# \text{Idᵣ₋₁} \\
& \quad cᵣ(Xᵣ, \ldots, Xₙ) \# \text{Idₙ} \Rightarrow \text{guard} \mid \\
& \quad \text{set_priority}(P), \text{body}, \text{set_priority}(P), \\
& \quad \text{check_activation} \text{ pragma passive(Id₀),} \\
& \quad \text{history(r, [Id₁, \ldots, Idₙ]).}
\end{align*}
\]
The rule only fires if a priority(P) constraint is in the store,
ie, if the current priority equals the rule priority. In the body, the
current priority is first changed into P₀. Then the original body
is executed. All new CHR constraints, as well as those affected
by built-in constraints, are scheduled when they are (re-)activated
using the rules introduced in the Section 5.3. After the body has
been processed, the current priority is changed back to P and it
is checked whether a higher priority rule should be tried using
check_activation/0 (see the Section 5.6). The current priority
does not need to be changed if the body does not contain CHR con-
straints nor built-in constraints that might affect CHR constraints
already in the store. This is for example the case if the body equals
true. If the current priority already is the highest priority, it is not
needed to call check_activation/0.

The pragma history(r, ids) states that the propagation his-

tory used by this rule consists of sequences formed by appending
name r to the identifiers of the constraints referred to by ids. In
this case, the propagation history differs from the default history
in that the identifier of the priority/1 constraint is not included.
If the original rule r is a simplification or simpagation rule, the
history/2 annotation is not needed.

5.5 Reactivation On Demand
On demand reactivation is somewhat tricky. Whenever a built-in
constraint c is solved, the Solve transition reactivates at most all
non-ground CHR constraints and at least one constraint from each
rule instance that has become fireable by solving c. Given the
lower bound, it is not possible to reactivate a given CHR constraint
on demand an unbounded number of times using a finite number
of rules. This is because each reactivation fires at least one rule
instance in which the reactivated constraint participates. For single-
headed rules, this requires one rule for each reactivation. For multi-
headed rules, it is not guaranteed which constraint is reactivated.

On the other hand, every CHR implementation based on the re-
fined operational semantics implements the Reactivate transition.
In the K.U.Leuven CHR system, we use
reactivate(T) :- ( get_attr(T, Mod, Attr) -> \\
\quad Mod: attr_unify_hook(Attr, _) ; true ).

with Mod the name of the module of the CHR program.\footnote{The trigger variable has an attribute containing the constraints in which it
is contained. If such an attribute does not exist, this means that the constraint
has already been removed.} This simu-
lates a Solve transition in which the referenced constraint is reac-
tivated. In the K.U.Leuven JCHR system\footnote{The trigger variable has an attribute containing the constraints in which it
is contained. If such an attribute does not exist, this means that the constraint
has already been removed.}, on demand reactivation can be implemented using user-defined built-in constraints.

5.6 Checking the Schedule
The next two rules check whether the current priority should change
after firing a rule. The first rule fires if the highest priority
scheduled constraint has a priority higher than the current
priority. If so, it is removed from the schedule, the current priority is
changed, the constraint is activated, and then the priority is changed
back to the previous current priority after which the process is
repeated. The second rule fires if the current priority is higher or
equal to the priority of the highest priority scheduled constraint (if
any). In that case, the current active constraint remains active.

\[
\begin{align*}
& \text{priority}(P) \setminus \text{check_activation} \Rightarrow \\
& \quad \text{set_priority}(MP), \text{set_priority}(MP), \text{reactivate}(T), \text{set_priority}(P), \text{check_activation}. \\
& \quad \text{check_activation} \Rightarrow \text{true}.
\end{align*}
\]

Example 10. Consider the following program with initial goal
\{a\}:
\[
\begin{align*}
& r₁ @ a \Rightarrow b, c \text{ pragma priority}(4). \\
& r₂ @ b \Leftarrow d \text{ pragma priority}(2). \\
& r₃ @ c \Leftarrow true \text{ pragma priority}(3). \\
& r₄ @ d \Leftarrow true \text{ pragma priority}(1). \\
& r₅ @ a \Leftarrow true \text{ pragma priority}(4).
\end{align*}
\]

Figure 1 shows the resulting derivation. After processing the initial
goal, the first call to check_activation/0 (activation call hence-
forth) activates constraint a at priority 4, which fires rule r₁. This
rule schedules constraints b and c. The activation call after firing
r₁ wakes up constraint b (the current priority is then 2) which fires
rule r₂. Constraint d is scheduled and activated after the activation
call following the firing of r₂. It fires rule r₄. Because of its trivial
body (and its priority), no activation call is needed after process-
ing the rule body. The activation call following the activation of d
silently succeeds. The one following the activation of b wakes up
c which fires rule r₃. Again, because of the trivial rule body, no
activation call is needed after firing rule r₃. The call following the
activation of c also silently succeeds after which a becomes ac-
tive again. Constraint a searches for the next fireable rule instance
which is an instance of rule r₅. Finally, the activation call following
the activation of a silently succeeds and the execution stops.

If after firing a rule, a higher priority constraint needs to be reac-
tivated, the execution stack stores the context of the current active
constraint so that it can proceed where it left after the reactivation.

5.7 The Initial Goal
Every initial CHR\footnote{The trigger variable has an attribute containing the constraints in which it
is contained. If such an attribute does not exist, this means that the constraint
has already been removed.} goal G is transformed into
\[
\begin{align*}
\text{- priority}(P₀), \text{G, check_activation}.
\end{align*}
\]
First, the priority is set to P₀. Then, the goal is processed and
its CHR constraints are scheduled. Finally, the highest priority
scheduled constraint is activated.
5.8 The Priority Queue

The priority queue module defines the insert/2, find_min/2 and delete_min/1 predicates. These predicates are implemented in CHR by the following rules:

\[
\begin{align*}
& \text{fm @ find_min(QPrio, QItem)} \iff \text{fm}(1, QPrio, QItem). \\
& \text{fm_found @ insert(Prio, Item)} \land \text{fm}(Prio, QPrio, QItem) \iff \text{QPrio} = \text{Prio}, \text{QItem} = \text{Item}. \\
& \text{fm_next @ insert(_, _)} \land \text{fm}(Prio + 1, QPrio, QItem) \iff \text{QPrio} = \text{Prio}, \text{QItem} = \text{Item}. \\
& \text{fm_fail @ delete_min(_)} \iff \text{fail}.
\end{align*}
\]

The insert/2 constraints are merely inserted into the constraint store. Rule fm transforms a find_min/2 constraint into a fm/3 constraint which has a current priority as first argument. This initiates the search for the highest priority item by looking for items with priority 1. If an item is found with priority equal to the current priority, this is the highest priority item and it is returned using rule fm_found. Otherwise, given that there are still items in the queue, rule fm_next decreases the current priority. If there are no items left in the queue, rule fm_fail causes failure. Rule dm_found deletes the first item with priority equal to the argument of a delete_min/1 constraint. Rule dm_fail fails when no such item exists.

In this implementation, inserting and deleting an item take constant time. Given that all priorities are between 1 and \( N \), finding the highest priority item takes \( O(N) \) time. For any given program, \( N \) is constant.

5.9 Example

In this section, we show the complete transformation of an example program. The program has no intended meaning, but illustrates some of the variations in the translation of rules that depend on the type of the rule (simplification, simpagation or propagation), its body and its priority. The CHR\(^4\) program

\[
\begin{align*}
& \text{r_1 @ a(X), b(X) \iff b(X) pragma priority(1)}. \\
& \text{r_2 @ b(X) \iff true pragma priority(2)}. \\
& \text{r_3 @ a(X) \iff X > 0 \land b(X) pragma priority(3)}. \\
& \text{priority(4) #Id0, a(_, T) \iff trigger(T) \mid insert(1, T), insert(3, T) pragma passive(Id0), no_history}. \\
& \text{r_1 @ priority(1) #Id0, a(X,_) #Id1, b(X,_) #Id2 \iff set_priority(4), b(X) set_priority(1) pragma passive(Id0), history(r_1, [Id0,Id1])}. \\
& \text{r_2 @ priority(2) #Id0, b(X,_) \iff true pragma passive(Id0)}. \\
& \text{r_3 @ priority(3) #Id0, a(X,_) \iff X > 0 \mid set_priority(4), b(X) set_priority(1) check_activation pragma passive(Id0)}. \\
& \text{set_priority(P), priority(_) \iff priority(P)}. \\
& \text{set_priority(_) \iff fail}. \\
& \text{priority(P) \mid check_activation \iff find_min(MP,T), MP < P \mid delete_min(MP), set_priority(MP), reactivate(T), set_priority(P), check_activation check_activation \iff true}. \\
& \text{reactivate(T) := ( get_attr(T, user, Attr) -> attr_unify_hook(Attr,_) ; true )}. \\
\end{align*}
\]

In the translation of rule \( r_1 \), we do not check whether a constraint is scheduled for activation at a higher priority because the current priority already is maximal. The body of rule \( r_2 \) does not add any built-in or CHR constraint and so we do not change the current priority before and after processing its body, nor do we check for constraints scheduled at a higher priority. Because it is a simpagation rule, no propagation history is needed. Rule \( r_3 \) is a simplification rule and so again no propagation history is needed.

6. Correspondence and Overhead

6.1 Correspondence

Consider the following abstraction function

\[
\alpha((A, S, B, T)_n) = (G, S', B, T)_n
\]

with

\[
G = \{ c \mid \text{a built-in constraint} \land c \in A \} \cup \{ c(X) \mid c'(X,_) \in A \lor c(X) \in (A \cup chr(S)) \}
\]

\[
S' = \{ c(X) \#i \mid c'(X,_) \#i \in A \}
\]
The following theorem shows that our translation implements the original program.3

**Theorem 4.** Given a state $\sigma$ of the translated program $T(P)$ then every derivation $\sigma \xrightarrow{\omega^* T(P)} \sigma'$ corresponds to a derivation $\alpha(\sigma) \xrightarrow{\omega^* P} \alpha(\sigma')$ and if $\sigma$ is a final state of $T(P)$ under $\omega$, then $\alpha(\sigma)$ is a final state of $P$ under $\omega$.

**Proof.** The $\omega^* T(P)$ semantics implements the $\omega^* P$ semantics. The translated program $T(P)$ restricts the applicability of the rules of the original program $P$ and does not change their result with respect to the abstraction function $\alpha$. The extra rules introduced by the translation have no effect with respect to $\alpha$. Hence every derivation $\sigma \xrightarrow{\omega^* T(P)} \sigma'$ corresponds to a derivation $\alpha(\sigma) \xrightarrow{\omega^* P} \alpha(\sigma')$ (ignoring the rule priorities).

Under $\omega$, a rule can only fire if the goal is empty. In the translation, while processing the initial goal or a rule body, no rule corresponding to an original program rule can fire because the priority is set to $P_0$. When the processing is done, all built-in constraints have been solved, all CHR constraints are introduced and all constraints of the form $c(\bar{x})$ have been transformed into constraints of the form $c'(\bar{x})$ and so the goal is abstracted to $\theta$.

When a rule instance $\theta(r)$ fires in the translation in state $\sigma$, no higher priority rule instance exists that can fire in the original program in state $\alpha(\sigma)$ under $\omega$. If such a rule instance, say $\theta'(r')$, would exist, there exists an event (assertion of a CHR constraint or built-in constraint) that made the rule instance fireable. This event must have activated at least one of the CHR constraints that participate in $\theta'(r')$. This constraint is then scheduled at the priority of $r'$. If it is activated at this priority, then $\theta'(r')$ must have fired before trying lower priority rules, and so (because of the propagation history) it cannot fire again. This contradicts our assumption. If the scheduled constraint is not activated, then it must still be in the priority queue, and since $\theta(r)$ can only have fired after a call to check activation shows that there is no higher priority scheduled constraint, this also contradicts our assumption.

Using similar reasoning it can be shown that if $\sigma$ is a final state in the translation under $\omega$, then $\alpha(\sigma)$ must also be a final state in the original program under $\omega$. □

6.2 Overhead

In this subsection, we look at the overhead introduced by our transformation. Obviously, the execution strategy influences the complexity of a given program and so a general comparison of the complexity before and after the transformation is not feasible. Therefore, we make abstraction of the execution strategy followed and only look at the overhead caused by the different changes our transformation produces with respect to the original program. In the rest of this section, we assume that rule priorities are between 1 and $N$ for some $N$ which is constant for each individual program.

6.2.1 Runtime Overhead

**Scheduling and Activation** The transformation breaks up the Activate and Reactivate transitions in a scheduling phase and an activation phase. Each constraint is scheduled at each priority at which it has occurrences, which takes $O(N)$ time. Each scheduling operation requires an insertion into the priority queue, which takes constant time. The activation requires finding the constraint that needs to be activated and causing a Reactivate transition. Because the trigger variables uniquely identify constraints, both these operations take constant time.

3 Note that only CHR$^P$ programs with static rule priorities can be translated using our scheme.

**Trying Rules** The active constraint considers all its occurrences in the program. We distinguish between occurrences in rules whose priority equals the current priority, and occurrences for which this is not the case.

The cost of trying a rule with priority equal to the current priority is equivalent to the cost of trying the original rule under the refined operational semantics. This is because the transformed rule only contains one extra head representing the current priority. Because there always is exactly one priority/1 constraint, it can be found in constant time and it does not increase the number of partial matches. Hence the cost of finding partner constraints for a given rule is proportional to the cost in the original program given the same active constraint and the same state (after applying the abstraction function of Section 6.1).

The cost of trying a rule with priority different from the current priority crucially depends on the join ordering used by the CHR implementation. The join ordering is the order in which the active constraint looks up its partner constraints. If the priority/1 constraint is the first partner constraint, then since in any state, there is exactly one such constraint, the cost of trying such a rule is constant. By adding a rule priority(...) \ priority(...) <=> true.

the K.U.Leuven CHR system derives that the priority/1 constraint can have at most one instance and takes this fact into account when generating a join ordering. Although there are no guarantees that the priority/1 constraint is chosen as the first partner constraint, in practice this is most often the case. Note that in an optimized implementation of CHR$^P$, rules with incorrect priority would not be considered at all, reducing the cost per rule from $O(1)$ to $O(0)$.

**Checking the Schedule** After each rule firing, the schedule is checked to see whether a constraint is scheduled for activation at a priority higher than the current one. This requires finding the highest priority scheduled constraint in the priority queue and comparing its priority with the current. If it is higher than the current priority, it is deleted from the priority queue, and the constraint is activated. Finding the highest priority item takes $O(N)$ time; the other operations can be completed in constant time.

6.2.2 Space Overhead

In the transformation, every constraint is extended with a trigger variable. Furthermore, we maintain a priority queue. This priority queue contains at most $N$ elements for each constraint. The priority queue requires space proportional to the number of elements in it. In total, the space overhead is linear in the size of the constraint store.

6.2.3 Propagation History

The K.U.Leuven CHR compiler can detect that no propagation history is necessary for a rule, for example if it has only one active constraint which can never be reactivated. This can cause a considerable reduction in space usage. By adding an explicit reactivation mechanism, the analyses conservatively apply no optimization, because the priority system obfuscates the execution strategy. If after manual analysis of the code, it is found that a history is not necessary, we can instruct the compiler not to use a history by using the pragma nohistory.

7. Experimental Evaluation

In this section, we present the results of experiments evaluating the runtime performance of our implementation. In Section 7.1 we apply the source transformation to execute the simple arc and path consistency program presented in Section 3.1 and compare
with execution under the refined operational semantics. In Section
7.2 we experiment with a partial order constraint solver. Finally,
Section 7.3 evaluates the constant time overhead generated by
the scheduling mechanism. The experiments are performed on a
Pentium IV 2.8 GHz using SWI-Prolog 5.6.28. The runtimes do
not include time spent on garbage collection.

7.1 Constraint Propagators

We applied the arc and path consistency program from Section 3.1
to the following constraints: \( a \leq b, b \leq c, c < a, d \leq a, d \leq b \)
and \( d \leq c \). All variables have as initial domain the interval \([-n, n]\)
for given \( n \). The constraints between \( a, b \) and \( c \) are inconsistent
and this inconsistency can be found using arc consistency alone
using \( O(n) \) iterations. The constraints involving \( d \) have no impact.
However, when the domain of \( d \) changes, the changed domain is
used as active constraint under the refined operational semantics.
After trying the arc consistency rules, it tries the considerably more
expensive path consistency rules.

Figure 2 shows a log-log plot of runtime versus \( n \). The results
under the refined semantics are very variable. They depend on the
order in which constraints appear in the goal. In a worst case sce-
nario (Refined 1) the domain constraint of \( d \) becomes active in
every iteration and the total runtime is \( O(n^3) \). By reordering some
of the constraints in the goal, this worst case scenario is avoided
(Refined 2). The best results are achieved by postponing the inser-
tion of the domain of \( d \) until after arc consistency is enforced
on \( a, b \) and \( c \) (Refined 3). In the latter two cases, the complex-
ity is \( O(n^2) \). The results of using our static priority translation
(Priority) are more or less independent of the order of the con-
straints in the goal. The scheduling overhead of our transformation
is proportional to the number of rule firings which is \( O(n) \). It is
visible in the left part of the plot of Priority.

7.2 Less or Equal

The Less or Equal benchmark uses the following program:

\[
\begin{align*}
\text{\#eq}(X, X) & \iff \text{true \ pragma priority(1)}. \\
\text{\#eq}(X, Y), \text{\#eq}(Y, X) & \iff X = Y \text{ pragma priority(1)}. \\
\text{\#eq}(X, Y), \text{\#eq}(X, Y) & \iff \text{true \ pragma priority(1)}. \\
\text{\#eq}(X, Y), \text{\#eq}(Y, Z) & \implies \text{\#eq}(X, Z) \text{ pragma priority(2)}. \\
\end{align*}
\]

and for given \( n \), the initial goal

\[
G = \{\text{\#eq}(X_1, X_2), \ldots, \text{\#eq}(X_{n-1}, X_n), \text{\#eq}(X_n, X_1)\}
\]

It derives into a state in which \( X_1 = X_2 = \ldots = X_{n-1} = X_n \).
Figure 3 shows a log-log plot of the benchmark results. We
use two different setups to test our static priority implementation
and compare with the results under the refined operational se-
manitics (Refined). In a first benchmark (Priority 1), the subgoal
\( G \setminus \{\text{\#eq}(X_{n-1}, X_1)\} \) is processed first and in a second phase the
constraint \( \text{\#eq}(X_{n-1}, X_1) \) is added. The first phase behaves similar
as under the refined operational semantics. However, in the second
phase there is a difference.

The constraint \( \text{\#eq}(X_{n-1}, X_1) \) fires the second rule (anti-sym-
metry) which causes \( X_1 \) to be unified with \( X_n \). Let \( X' \) be the
result of this unification. At that moment, all constraints in which
\( X \) appears, are activated in some undefined order. Amongst these
constraints is the constraint \( \text{\#eq}(X, X) \). If this constraint is not
activated first, it will be used as a partner constraint in the final rule
(transitivity) for each constraint \( \text{\#eq}(X_i, X_j) \) with \( 2 \leq i \leq n-1 \).
In the static priority implementation, the constraint \( \text{\#eq}(X, X) \)
becomes active at priority 1 before any constraint becomes active
at priority 2 and so this situation does not occur. The plot shows
that although it has worse constant factors, this setup scales better
than when using the refined operational semantics.

In a second test, we process the goal completely before trying
rules. In this case, because the implementation prefers more recent
constraints from those scheduled for activation, the priority 2 rule
fires only \( O(n) \) times and clearly, the benchmark scales better than
both Refined and Priority 1.

7.3 Constant Factors

In this subsection, we measure the overhead that our implementa-
tion introduces in the form of constant factors. This overhead con-
ists of retrieving the current priority for each rule that is tried and
checking whether it is equal to the rule priority. If this is not the
case, the rule is skipped. When a rule fires, the current priority is
changed before and after processing the rule body, CHR constraints
introduced or awoken by the body are scheduled and it is checked
whether a constraint is scheduled at a higher priority than the cur-
rent priority at the end of the rule firing. We use the program below
with, for given \( n \), the initial query \( ?- a(n) \).

\[
\begin{align*}
a(X) & \iff X > 0 \mid a(X-1) \text{ pragma priority(1)}. \\
a(0) & \iff \text{true \ pragma priority(1)}. \\
\end{align*}
\]

Let \( P \) be the above program, \( P' \) the program without priority an-
notations, and \( T(P) \) the result of applying our translation scheme
of Section 5 to \( P \).
Because of Theorem 3, every derivation of \( P' \) under the \( \omega_r \) semantics corresponds to a derivation of \( P \) under the \( \omega_r \) semantics. This allows evaluating the overhead introduced by our translation from \( P \) to \( T(P) \) with respect to the execution of \( P' \) under the \( \omega_r \) semantics. Indeed, the execution strategy (in terms of constraint activations and rule firings) is exactly the same in both \( P' \) and \( T(P) \). Note that this program is a worst case scenario: the rules are single-headed, so no time is spent looking for partner constraints, and the only built-in constraint (\( \mathcal{X} > 0 \)) is cheap to check for implication. Moreover, the overhead generated by our source transformation is not compensated by any advantage that could otherwise follow from a different execution strategy.

By using its late storage analysis [18], the K.U.Leuven CHR compiler detects that in \( P' \), the a/l constraints only need to be stored if none of the program rules apply. When applying this analysis on \( T(P) \), it is confused by the explicit execution control mechanism and therefore it assumes that (the extended versions of) the a/l constraints always need to be stored as soon as they are asserted (which is in fact not the case). For a fair comparison, we have turned off the storage analysis so that constraint storage is equal in both \( P' \) and \( T(P) \).

We have measured the runtime relative to the execution of \( P' \) under the refined operational semantics without the late storage analysis. For the \( \omega_r \) semantics, execution of the program resulting from using \( T(P)^9 \) is about 14.3 times slower than execution of \( P' \) under the \( \omega_r \) semantics. A hand optimized version in which we have used global variables instead of constraints to represent the current priority, and optimized the scheduling and reactivation mechanism, is still about 4.25 times slower.\(^9\) The hand optimizations can easily be automated, though not at the level of the source-to-source transformation. They give a first indication of what is reachable in terms of efficiency when compiling CHR\(^9\) programs directly into the host language.

8. Conclusions

We have extended the Constraint Handling Rules language with user-defined rule priorities. The extended language, called CHR\(^{10}\), supports a high-level, flexible and declarative form of execution control. It allows the programmer to write programs that are more concise, but perhaps not confluent under the theoretical operational semantics \( \omega_r \) of CHR, while still offering a high-level and declarative reading. The latter is in contrast with the low-level, procedural nature of execution under the refined operational semantics \( \omega_r \). In CHR\(^{10}\), all execution control information is in the priority annotations, which causes a clear distinction between the logic and the control aspect of a CHR\(^{10}\) program.

We have formalized the syntax and semantics of CHR\(^{10}\) and investigated its theoretical properties. We then proposed a source-to-source transformation that allows CHR\(^{10}\) programs with only static rule priorities to be executed under the \( \omega_r \) semantics. It is shown that this transformation is correct and the runtime and space overhead it creates are examined. Experimental evaluation has demonstrated the advantage of static priorities over rule order under the \( \omega_r \) semantics and determined the magnitude of the runtime overhead generated by the transformation.

8.1 Related Work

8.1.1 Rule Priorities

Rule priorities are found in many rule based languages. Production rule systems like CLIPS [17], Jess [12] or JBoss Rules [23] use rule priorities (salience) as part of conflict resolution. These priorities are either integers, or a partial order between rules as in the active database system Starburst [34]. Most production rule systems use the RETE matching algorithm [11], which is an eager matching algorithm that exhibits high memory requirements, but allows an easy implementation of priority schemes. A lazy matching algorithm called LEAPS [21] is used by a few production rule systems, such as Venus [5] and JBoss Rules (in an experimental stadium). This algorithm is similar to what is used by CHR implementations based on the refined operational semantics. It seems that in these systems, priorities are only used relative to the active constraint (dominant object in LEAPS terminology), thus not allowing “global” priorities like the ones presented in this paper.

Priorities have also been introduced in term rewriting systems (“Priority Rewrite Systems” [2]). There, rule priorities are used to resolve conflicts that lead to non-confluent behavior. More recently, this idea has also been applied to term-graphs [6]. In [4] rule priorities are used to choose between alternative answer sets in answer set programming and in [16] priorities are used for a similar purpose in the context of defeasible logic programming.

A bottom-up logic programming language with prioritized rules is presented in [15]. The language supports dynamic priorities that depend on the first head in the rule. It only computes those (partial) matchings that have the current highest priority, but stores them in a RETE-like fashion.

8.1.2 Priorities in C(L)P Systems

Many Constraint (Logic) Programming systems offer some form of priorities (see [30]). The SICStus finite domain solver CLP(FD) [7] uses two priority levels: the highest priority is reserved for constraint propagators implemented by indexicals. Specialized algorithms implementing global constraints are scheduled at the lowest priority.

ILOG CPLEX [19] uses priorities to select variables for branching during branch and bound optimization. ILOG Solver [20] appears to be using only one propagation queue although its manual suggests that constraints can be pushed onto a constraint priority queue at a given priority.

The ECL/PS\(^8\) Constraint Logic Programming system [33] supports execution at 12 different priorities. A goal \( G \) is executed at a given priority \( P \) by using call_priority(\( G, P \)). The priority system is shared by all constraint libraries, which allows a form of global control over cooperating constraint solvers. The Extended Constraint Handling Rules language (ech) of ECL/PS\(^8\) uses the priority system to support a form of static constraint priorities.

The execution strategy followed by ech is based on the concept of an active constraint, as is the case under the \( \omega_r \) semantics. If a new CHR constraint is asserted in the body of a rule, it becomes active if it has a higher priority than the current active constraint, and otherwise it is scheduled for activation at its own (lower) priority. If a built-in constraint wakes up a set of CHR constraints, these are activated in priority order or scheduled for activation if their priority is lower than that of the current active constraint. See [8] for more details.

8.2 Future Work

A source-to-source transformation has the advantage that all analyses and optimizations of the current CHR compilers can be applied to the transformed program. However, often the analyses are too general to be able to detect opportunities for optimization of
programs resulting from the transformation. For example, the observation analysis of [29] which is used to detect whether or not a CHR constraint should be stored, cannot deal with the complex reactivation policy implemented by the source transformation, and therefore assumes the worst (i.e., all constraints are always observable). A direct compilation of CHRP programs clearly supports more optimizations at the level of priorities.

We plan to investigate how our implementation based on lazy matching can be extended towards dynamic rule priorities. So far, we have scheduled each new or reactivated constraint at each priority at which it has an occurrence. Clearly, in the case of dynamic rule priorities this is not always feasible. A solution to this problem could be to store those partial matches that determine the rule priority (in general there may be multiple subsets of the heads that fully determine the priority). Whenever a constraint whose arguments do not appear in a dynamic priority formula is (re-)activated, it is scheduled for each priority-determining partial match.

The implementation based on a scheduling system (in this case a priority queue) for activating constraints and batch mode processing of rule bodies, can be the basis for other forms of execution control like execution in phases or probabilistic CHR [14].

References