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Summary. Let X be an arbitrary real-valued random variable and let g and h be two real
functions such that E(g(X)|X ≥ x) and E(h(X)|X ≥ x) are defined. It was shown that under
relatively mild conditions the distribution of X is uniquely determined by the functions g, h
and λ = E(g(X)|X ≥ x)/E(h(X)|X ≥ x) (Glänzel, 1987). In the present paper we show that
this characterization is stable in the sense of weak convergence. Some consequences of this
stability theorem and the above characterization are discussed.
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1 introduction

In the last fifteen years, several interesting results concerning characterizations based on trun-
cated moments have been published. Among the first results, those of Kotlarski (1972) and
Gupta (1975) deserve to be mentioned here. The book by Galambos and Kotz (1978) on
characterizations of probability distributions has already devoted one chapter to this topic. The
papers byKotz and Shanbhag (1980) and Shanbhag andKotz (1987) presented very general results
and showed a broad spectrum of applications of characterizations by conditional expectations
in the case of univariate and multivariate distributions, respectively. In order to improve the
applicability of this method, Glänzel et al. (1984) substituted the truncated moment by the ratio
of of different truncated moments of the same random variable, and showed that also under this
condition the distribution of the random variable is characterized. This result was generalized
in the papers by Glänzel (1987, 1991) where the author applied the obtained results to the
characterization of relatively wide classes of continuous as well as discrete distributions (Irwin’s
system, Pearson system, discrete Pearson system, Cauchy distribution). In the present paper
we show that the characterization based on the ratio of two truncated moments is stable in the
sense of weak convergence. Thereby the spectrum of applications can be extended. This will be
illustrated by three examples.

2 a stability theorem

Let (Ω,A, P) be a given probability space and let X : Ω → H be a random variable, where
H = [a, b] for some real a < b; a ≥ −∞ and b ≤ +∞. The distribution function of X is denoted
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by F. First of all we give a result of an earlier paper by the author (Glänzel, 1987) since it will be
the base for the further discussion:

Theorem 1 (A representation theorem). Let g and h be two real functions defined on H such as

E(g(X)|X ≥ x) = λ(x)·E((h(x)|X ≥ x) ; x ∈ H

is defined. Assume that g, h ∈ C1(H) and λ is a left-continuous function with an at most countable
set of discontinuity points on H. Further assume that either λ(x)h(x) > g(x) or λ(x)h(x) < g(x)
on int H. Finally assume that ∫

H

λh′ − g′

λh− g
= −∞ .

Then F is uniquely determined by the functions g, h and λ.

The following result, a generalisation of a stability theorem by Kotz and Shanbhag (1980),
shows that this characterization is stable in the sense of weak convergence.

Let {Xn} be a sequence of random variables with the distributions {Fn} and letX be a random
variable with the distribution F such that Xn : Ω → Hn = [a, bn] and X : Ω → H = [a, b].
Assume that g, h ∈ C1(H), gn, hn ∈ C1(Hn), gn → g, hn → h and

λn(x) =
E
(
gn(Xn)|Xn ≥ x

)
E
(
hn(Xn)|Xn ≥ x

) ; x ∈ Hn

and the conditions of the characterization theorem are satisfied.

Theorem 2. Assume that Hn = H for each n ∈ N, hn(X), gn(X) are uniformly integrable and the
family {Fn} is relative compact.Then under the above conditions Xn

D→ X if and only if λn converges
weakly to λ. (Xn

D→ X and λn ⇒ λ denote the convergence in distribution and the weak convergence
of functions and measures, respectively.)

Proof. Since the proof of this theorem partially parallels with the proofs of Proposition 4 of Kotz
and Shanbhag (1980) andTheorem 4 of Shanbhag and Kotz (1987), we give only a sketch which
is restricted to the essential line of thoughts of the proof.

1. Assume that Xn
D→ X. From Rubin’s theorem hn(Xn)

D→ h(X) and gn(Xn)
D→ g(X) follow.

Hence and from the uniform integrability the statement is obtained.
2. To establish the ‘only if ’ part, we assume that λn converges weakly to λ but Xn

D→ X does
not hold.

2.1. Helly’s selection theorem ensures that there is a subsequence {Fnα} ⊂ {Fn}
converging weakly to some left-continuous, monotone non-descending, non-
negative and bounded function F∗. Because of the relative compactness of {Fn}
the function F∗ must be a distribution function on H. Thus F∗ ̸= F must be
assumed.
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2.2. From the ‘if ’ part and the assumption λn ⇒ λ the following result is obtained:

λnα (x) ⇒ λ(x) = λ∗(x) =
b∫

x

g dF ∗ ·

 b∫
x

h df ∗
−1

for every x ∈ H. Hence and from Theorem 1 F ≡ F ∗ follows which contradicts
the indirect assumption. Thus the proof is complete

Theorem 3. Assume that the definition of λ is extended in the following way:

λ(x) =


E(g(X))/E((h(X)) , if x < a
E(g(X)|X ≥ x)/E((h(X)|X ≥ x) , if a ≤ x ≤ b
g(b)/h(b) , if x > b .

Put b∗ = sup
∪
n
Hn and H∗ = [−∞, b∗]. Then the validity of Theorem 2 can be extended to the

sets Hn = H∗.

Proof. Only two things must be proved: (1) The above extension of the definition of λ does not
cause the loss of validity of the statement of Theorem 1 and (2) F(b∗) = 1. Either statement can
easily be proved by indirect assumption.

Remark. If hn ≡ 1 for every n ∈ N, a version of Proposition 4 of Kotz and Shanbhag (1980) is
obtained.

The following corollary shows that we need no sequence of random variables. For given
functions g and h a suitable sequence of left-continuous real functions define a corresponding
distribution if certain conditions are met.

Corollary. Let {λn} be a sequence of left-continuous real functions and gn, hn ∈ C1(Hn) real
functions defined on a set H such that the conditions of the characterization theorem are satisfied
(gn/hn is of bounded variation, λnhn − gn does not vanish nor change its sign on int H and∫

H

λnh′n − g′n
λnhn − gn

= −∞ ).

Assume that gn → g, hn → h. If {λn} converges weakly to some left-continuous function λ and
the functions λ, g and h satisfy the conditions of the characterization theorem then the according
distribution functions Fn defined by λn, gn and hn converge weakly to a distribution function F
which is uniquely determined by λ, g and h.
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3 applications

In the followings we give examples for some possible applications of the above Theorems 1 and
3. In some earlier papers we showed that relatively large classes of probability distributions can
be represented by a joined characterization based on the ratio of two truncated moments (cp.
Glänzel et al., 1984, Glänzel, 1987, 1991). Theorem 3 ensures that these classes are closed with
respect to the weak convergence.

Example 1. Let X be a non-negative integer-valued random variable. Assume that {Xk} is a
sequence of random variables having binomial distributions with parameters

nk = k and pk = b/k (0 < b ≤ 1) .

Then the characterization equation has the following form (cp. Glänzel et al., 1984):

E(Xk|Xk ≥ n) = n+ b− b·n·(1+ 1/k)·E(1/(Xk + 1|Xk ≥ n) ; n ∈ Hk ,

whereHk = {i ∈ Z : 0 ≤ i ≤ k}. Assume that Xn
D→ X where X has a Poisson distribution with

parameter b. According to the notations of Theorem 3 we have:

gk(Xk) = Xk − b
hk(Xk) = 1− b·(1+ 1/k)/(Xk + 1)
λk(n) = n for every k ∈ N and every n ∈ HK .

Since the conditions of Theorem 3 are met, the following characterization is obtained:

E(X− n|X ≥ n)
1− E(n/(X+ 1)|X ≥ n)

= b ; n ∈ H = N ∪ {0} ,

which is indeed the characterization of the Poisson distribution (cp. Glänzel et al., 1984).

The following example illustrates the applicability of the above results to limit-distribution
problems.

Example 2.

Proposition. Let {Xi} be a sequence of totally independent random variables. Put Yn =
n∑
i=1

Xi,

Mn =
n∑
i=1

E(Xi) and Sn =
{ n∑

i=1
D2(Xi)

}1/2
. Then

(Yn −Mn)/Sn
D→ N(0, 1) as n → ∞

if and only if

E
(
{(Yn −Mn)/Sn}2|(Yn −Mn)/Sn ≥ x

)
⇒ E

(
(Yn −Mn)/Sn|(Yn −Mn)/Sn ≥ x

)
·x+ 1 as n → ∞ .



wolfgang glänzel / some consequences of a characterization theorem 5

Proof. The proposition is a consequence of Theorem 2 and the characterization of the normal
distribution: The random variable X : Ω → R has a normal distribution N(m, σ) if and only if

E
(
X(X− x)|(X− x) ≥ 0

)
= m·E

(
(X− x)|(X− x) ≥ 0

)
+ σ 2 ; x ∈ R

(cp. Glänzel, 1987)

The concluding example shows how statistical tests and parameter estimations can be
developed fromTheorems 1 and 3, if empirical distributions are given.

Example 3. Let X = {Xi}ni=1 be a given sample where Xi : Ω → H are independent identically
distributed random variables and let F be their common distribution function. For given real
functions and g, h ∈ C1(H) we define the empirical truncated moments as follows:

eg(x) =

n∑
i=1

g(Xi) χ(Xi ≥ x)
n∑
i=1

χ(Xi ≥ x)
; x ∈ H ,

provided the ratio has a sense. eh(x) is defined in analogous manner. According to Glivenko’s
theoremFn → Fwith probability 1, whereFn is the empirical distribution functions for the sample
size n. As a consequence of Theorems 1 and 2, λn = eg(x)/eh(x) converges (weakly) to λ =

E(g(X)|X ≥ x)/E(h(X)|X ≥ x). Reversely, if λn ⇒ λ, thenFn ⇒ F whereF is a distribution
function determined by g, h and λ according to Theorem 1, and due to Glivenko’s theorem
F ≡ F with probability 1. Thus F is ‘approximately’ characterized by the given functions g and h
and the ratio of empirical truncated moments λn.

We give two examples:

(1) A non-negative integer-valued random variableX has aWaring distribution with param-
eters α > 1 and N, i.e.,

P(X = k) = α
N+ α

· N
N+ α + 1

·. . .· N+ k− 1
N+ α + k

; k ≥ 0 ,

if and only if
E(X|X ≥ k) = a·k+ b ; k ≥ 0 ,

where a = α/(α− 1) and b = N/(α− 1). A sample {Xi}ni=1 can be considered to be taken
from a Waring distributed populations if

eg(k) =

n∑
i=1

Xi χ(Xi ≥ k)
n∑
i=1

χ(Xi ≥ k)
≈ ak+ b ; 0 ≤ k ≤ max{Xi : Xi ∈ X} .

Hence a statistical test as well as parameter estimation can easily be developed (cp. Telcs
et al., 1985).
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(2) A similar test for the normal distribution is based on the characterization of the normal
distribution given in Example 2. Accordingly a sample can be considered to be taken from
a normal distributed population if

D(x) = m·d(x) + σ2 ; x ∈ R ,

where D(x) and d(x) are estimators of the truncated moments E
(
X(X − x)|X − x ≥ 0

)
and E

(
(X − x)|X − x ≥ 0

)
, respectively. D(x) and d(x) can be calculated as described

in the preceding case. This test can also be used as a parameter estimation. Interesting
is that here the distribution function of a normal distribution has been transformed to a
linear function of truncated moments.
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