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Abstra
t

Collaborative data mining refers to a data

mining setting where di�erent groups are geo-

graphi
ally dispersed but work together on

the same problem in a 
ollaborative way.

Su
h a setting requires adequate software

support in order to be eÆ
ient. In this paper

we des
ribe lessons learnt from an experiment

with a simple implementation of su
h a 
ol-

laborative data mining environment. These

lessons relate not to individual data mining

approa
hes but to problems that arise spe-


i�
ally from the 
ollaborative setting. One

of these, 
on
erning evaluation of models, is

dis
ussed in more detail and a number of pos-

sible solutions are proposed. This dis
ussion


an 
ontribute to a better understanding of

how 
ollaborative data mining is best organ-

ized.

1. Introdu
tion

Many di�erent approa
hes to data mining exist. Some

are based on statisti
al te
hniques, some on ma
hine

learning, et
. They have arisen from di�erent 
om-

munities (databases, statisti
s, ma
hine learning, . . . ).

Thus, data mining nowadays is performed by people

with highly di�erent ba
kgrounds, ea
h of whom have

their preferred te
hniques. Very few people are experts

in all these domains, so to get the most out of a data

mining pro
ess, ideally one would make use of multiple

experts, so that their 
ombined expertise 
overs all of

these domains. These di�erent experts should work to-

gether on the same knowledge dis
overy task. Under

the assumption that even experts in a single of these

di�erent domains may be relatively rare, su
h a group

of experts may not be available in a single lo
ation.

These observations provide motivation for the develop-

ment of a methodology for 
ollaborative data mining.

Our point of departure is that groups with di�erent

expertise who are geographi
ally distributed should be

able to 
ollaborate on a 
ertain problem, thus jointly

a
hieving better results than any of them 
ould indi-

vidually.

Having di�erent experts 
ollaborate on the same task

requires some supporting environment. In the 
on-

text of the European SolEuNet proje
t, ideas have

evolved about what fun
tionality su
h an environment

should have, resulting in a proposal for a 
ollaborat-

ive data mining methodology and supporting system


alled RAMSYS (Jorge et al., 2002). A �rst imple-

mentation of RAMSYS was made using a groupware

system 
alled Zeno (Gordon et al., 2001).

In this paper we report on a 
ollaborative data mining

experiment in whi
h the proposed RAMSYS method-

ology and its implementation on Zeno were used. Sev-

eral lessons have been learnt from this experiment re-

garding the methodology itself as well as its 
urrent

implementation. We brie
y mention our main 
on
lu-

sions from the experiment, and then dis
uss in further

detail one of the short
omings we have observed in

the 
urrent system. This short
oming relates to model

evaluation. We propose multiple possible solutions for

this short
oming, and indi
ate one whi
h represents an

easy-to-implement and 
on
rete improvement to the

RAMSYS methodology.

The remainder of this paper is stru
tured as follows. In

Se
tion 2 we dis
uss the RAMSYS and Zeno systems.

In Se
tion 3 we des
ribe the data mining problem that

was 
onsidered in our 
ollaborative data mining exper-

iment. In Se
tion 4 we mention the main problems en-


ountered when trying to apply our 
ollaborative data

mining methodology on this 
ase, dis
ussing in detail

the problem of model evaluation. In Se
tion 5 we pro-

pose a number of possible solutions for the model eval-

uation problem, dis
uss their advantages and disad-

vantages, and make a 
on
rete proposal for improving

the RAMSYS methodology. Finally, Se
tion 6 
on-


ludes.



2. Collaborative Data Mining,

RAMSYS and Zeno

Data mining is about solving problems by analysing

data already present in databases (Witten & Frank,

1999). Problem solving, in general, 
an be 
odi�ed and

a pro
edure or methodology 
an be devised. For data

mining, just su
h a methodology has been devised
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the CRoss Industrial Standard Pro
ess for Data Min-

ing, CRISP-DM (Chapman et al., 2000). CRISP-DM

redu
es the data mining problem into the six inter-

related phases of 1) Business Understanding ; 2) Data

Understanding ; 3) Data Preparation; 4) Modelling ; 5)

Evaluation; and 6) Deployment. These phases, al-

though presented in a linear manner, have many 
y
les

and feedba
k loops 
onne
ting the phases. Often, ef-

fort expended in one phase highlights the need for fur-

ther work in a prior, previously 
onsidered 
omplete,

phase.

The RAMSYS methodology is an extension to the

CRISP-DM methodology for distributed teams who


ollaborate in a data mining proje
t. The aim is to


ombine the great range of expertise available in the

data miners to e�e
t more valuable solutions to the

data mining problem. The RAMSYS methodology at-

tempts to a
hieve the 
ombination of a problem solving

methodology, knowledge sharing, and ease of 
ommu-

ni
ation. It is guided by the following prin
iples (Jorge

et al., 2002).

� Light management. Clarity of obje
tives

should be paramount. Management of the pro-

je
t is required so that suÆ
ient information 
ows

within the 
ollaborating network and that a good

solution is provided. However, the management

does not 
ontrol dire
tly the work of ea
h team.

� Start any time. All the problem information ne-


essary to e�e
t a solution is available at all times.

This in
ludes problem de�nition, data, evaluation


riteria and any problem knowledge produ
ed by

other proje
t parti
ipants.

� Stop any time. Problem solving e�ors should be


ondu
ted by ea
h team so that a working solution

is available whenever a stop signal is issued.

� Problem Solving Freedom. Members of the

data mining proje
t have 
omplementary expert-

ise and tools. Ea
h team is in the best position

to de
ide whi
h approa
h to follow for the given

problem.
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Other methodologies for data mining exist. See for

example (Adriaans & Zantinge, 1996).

� Knowledge sharing. As ea
h data miner ex-

periments and produ
es new knowledge on the

problem, this should be shared with all the parti-


ipants.

� Se
urity. Data and problem information must

be kept 
on�dential, and appropriate 
ontrols

must be applied to a

essing su
h.

So far, the RAMSYS e�orts have fo
ussed on sup-

porting the Data Preparation and Modelling phase in

a remote-
ollaborative setting. This paper 
onsiders

how the Evaluation phase 
an also be supported ef-

fe
tively by RAMSYS.

Some of the basi
 requirements of the RAMSYS meth-

odology is the emphasizing and availability of the 
ur-

rent best understanding (Vo� et al., 2001) of the data

mining problem. This has been implemented using

the a
ademi
 groupware platform Zeno (Gordon et al.,

2001), by providing 
oordination, 
ollaboration, 
om-

muni
ation, and awareness. The provision of these

features are a
hieved by utilizing (new) features in

Zeno in
luding task management, resour
e manage-

ment, and dis
ussion se
tions.

So far the RAMSYS methodology has been trialed (in

part or in full) on the following data mining proje
ts:

� Marketing in the Insuran
e domain { 
lustering

and predi
ting 
ustomer's pur
hasing propensit-

ies.

� Web log analysis in the publi
 se
tor { improving

site usability.

� Resourse s
heduling for health and leisure farms

{ identify 
ustomer groups and predi
t the re-

sour
es su
h groups are likely to require.

It is this third proje
t that serves as a 
ase for this

paper. We des
ribe the proje
t in more detail in the

following se
tion.

3. An Experiment with Collaborative

data mining: the SPA Problem

3.1. The SPA Problem

The \SPA problem" was o�ered to the SolEuNet 
on-

sortium by a health farm. The health farm has a num-

ber of fa
ilities that 
an be used by its visitors. More

spe
i�
ally, upon their arrival visitors are pres
ribed


ertain pro
edures to follow during their stay at the

spa, as well as a s
hedule for them. The number of



people that 
an simultaneously make use of 
ertain fa-


ilities is limited. Thus the spa is fa
ed with a 
lassi
al

s
heduling task: given the pro
edures that newly ar-

rived visitors need to follow and the limited 
apa
ity

of 
ertain fa
ilities, 
reate a suitable s
hedule.

In pra
ti
e there is insuÆ
ient information to solve this

s
heduling task for the following reason. Visitors stay

for several weeks and a s
hedule for their whole period

of stay is made, but during their stay new visitors will

arrive. While some information about these new vis-

itors is available in advan
e (su
h as time of arrival,

age, sex, . . . ) the pro
edures they need to follow will

be known only at the time of their arrival.

The best one 
an do is to estimate the demand for the

fa
ilities for the near future, and use these estimates

for produ
ing s
hedules for the 
urrent patients. It is

at this point that data mining 
omes in: by mining a

database of previous visitors and trying to link prop-

erties of these visitors to the pro
edures they followed,

predi
tive models 
ould be built that estimate the de-

mand for 
ertain fa
ilities based on known properties

of future visitors.

Thus the data mining task 
an su

in
tly be des
ribed

as follows: given a set of visitor des
riptions that will

arrive during a 
ertain week, estimate how many of

these visitors will need to follow ea
h of some 40 avail-

able pro
edures.

The data set was available as a relational database,

whi
h means a reasonable amount of prepro
essing was

needed before data mining 
ould start.

3.2. Collaborating Groups

Four di�erent groups worked on this data mining prob-

lem. We refer to them as CTU (Cze
h Te
hni
al Uni-

versity in Prague), BRI (University of Bristol), LIACC

(University of Porto) and KUL (University of Leuven).

CTU served as 
onta
t with the end user (the health

farm). These groups typi
ally 
onsist of 2 to 4 people,

at the expertise level of PhD students or postdo
s.

Following the RAMSYS methodology implies follow-

ing the CRISP-DM methodology, hen
e we here brie
y

des
ribe the e�orts a

ording to the di�erent phases.

Phase 1 (business understanding) involved be
oming

familiar with the data mining problem, whi
h was

done by all groups separately. During Phase 2 (data

understanding) several groups explored the data us-

ing visualisation te
hniques, asso
iation rule dis
overy,

et
. and published their results on Zeno. In Phase 3

(data preparation) the main e�ort 
onsisted of data

transformations. As the original database 
onsisted of

multiple tables, this involved to some extent 
ompu-

tation of aggregate fun
tions. Data transformations

were performed mainly by means of the SumatraTT

tool (Aubre
ht & Kouba, 2001) developed by CTU.

In this paper we fo
us mainly on Phases 4 and 5, the

modelling and evaluation phase. There is an intense

feedba
k from 5 to 4: based on the evaluation of pro-

du
ed models data miners wish to 
hange their model

building approa
h and go through Phases 4 and 5 on
e

more. In the 
ollaborative data mining setting the

feedba
k should not remain within one group but 
ow

to all groups for whi
h it is relevant.

The di�erent groups used the following approa
hes:

� BRI: support ve
tor ma
hines, relevan
e ve
-

tor ma
hines, linear regression, multi-layer per-


eptrons; a 
omparison was also made between

stati
 and dynami
 approa
hes for time series pre-

di
tion

� LIACC: model trees, linear regression, instan
e

based learning, neural networks

� CTU: nearest neighbour, naive Bayes, linear re-

gression, de
ision trees, subgroup dis
overy

� KUL: linear regression as implemented in Weka

(Witten & Frank, 1999); Clus, a system for in-

du
tion of predi
tive 
lustering trees derived from

Tilde (Blo
keel et al., 1998)

Besides the di�erent algorithms, approa
hes also

di�ered in the version of the data set that was used

(these versions resulting from di�erent data transform-

ations).

3.3. Results of the 
ollaborative data mining

pro
ess

The results of this 
ollaborative data mining experi-

ment are both positive and negative. A positive result

is that the results obtained in the end were relatively

good; the end-user found them interesting and useful

(

�

Step�ankov�a et al., 2002). The bad news is that the

added value of 
ollaboration of di�erent groups on this

task was mu
h smaller than hoped. The most notable


ollaboration was that the results of data transform-

ations performed by one group were used for model-

ling by another group. This is in line with the kind

of 
ollaboration that RAMSYS promotes, but it is a

minimal version of it: mu
h more su
h 
ollaboration is

desirable. In the following se
tion we analyse in more

detail what went wrong.



4. What Went Wrong and How to

Improve It

In this se
tion we des
ribe a number of problems that

were en
ountered when attempting to follow the RAM-

SYS methodology for 
ollaborative data mining. Some

of these were foreseen in RAMSYS and thus 
on�rm

the need for highly spe
i�
 software support; others

are new.

4.1. Information Ex
hange

One important idea behind RAMSYS is that the dif-

ferent groups that work on a problem share the results

they have obtained. It is important that groups un-

derstand the results produ
ed by other groups, whi
h

means these results must be do
umented. During the

SPA experiment we observed that information 
ow

between groups was hampered be
ause of two main

reasons: (a) do
umentation may be too 
on
ise, in

whi
h 
ase a group may have trouble understanding

the results, or (b) it may be too extensive, in whi
h


ase the overhead of reading the do
umentation de-

motivates people. A mixture of both 
an even o

ur:

there may be extensive do
umentation without groups

being able to �nd the most relevant information in

there.

Thus there is an overhead in both produ
ing do
u-

ments and reading do
uments, whi
h should be kept

to a minimum in order for 
ollaborative data mining

to work well. Apparently this requirement was insuf-

�
iently met in the SPA proje
t.

What is needed in this respe
t, is a more formalised

method for information ex
hange, in whi
h it is 
learly

spe
i�ed what the most relevant information is and

how it should be 
ommuni
ated. This should minim-

ize both the e�ort in produ
ing do
umentation and

in understanding it. It seems that more resear
h is

needed, however, to determine what the format for in-

formation ex
hange should be.

4.2. Syn
hronisation

The knowledge dis
overy pro
ess as des
ribed by

CRISP-DM 
onsists of many steps and 
y
les. The

idea of 
ollaborative data mining is that within ea
h

of these, 
ollaboration may be useful. Sin
e some of

these steps are iterated over, it is 
lear that the ex-


hange must be very eÆ
ient. Assume group A pro-

du
es a result, group B builds on this and obtains a

new result whi
h is then built upon by A. In the mode

of 
ooperation that was used for the SPA problem, it

might take several weeks before B is able to look a A's

result and take a next step, and 
onse
utively it might

take a few weeks before A 
an use B's results. As this

whole pro
ess is just part of a single step, of whi
h

there may be dozens, it is obvious that this mode of


ollaboration is not feasible.

There are several 
auses of the slowness in this pro
ess.

One is that a
ademi
 partners in the SolEuNet proje
t

typi
ally are unable to be available all the time for

the SPA proje
t. A se
ond reason is that the used

version of Zeno la
ks a feature whi
h is referred to

as awareness: when one user publishes something on

Zeno, other users are not aware of this until they 
he
k

out the relevant area on Zeno. There are multiple areas

on Zeno, and users visit them infrequently. The result

is that it may take days or even weeks before one user

is aware that another user has posted something.

The �rst problem mentioned above is diÆ
ult to al-

leviate in a purely te
hni
al way. A possible solution


ould be to plan the work better. The 
urrent mode

of operation is relatively unorganized: people devote

some time on the proje
t when it suits them. A 
entral

planning agent 
ould provide better syn
hronisation

of the work. The se
ond problem 
ould be solved by

adding awareness to RAMSYS. A new version of Zeno

(version 2.0) has in the mean time been developed that

does support awareness.

Summarizing: ex
hange of results and ideas is useful

at a relatively low level, therefore it should be fast and

eÆ
ient, and a good syn
hronization is ne
essary for

this. Awareness is 
learly an important aspe
t; better

planning of the work is a se
ond one.

4.3. Comparative Evaluation of Models

It is obvious that in order to 
ompare di�erent models,

they have to be evaluated a

ording to the same 
ri-

teria. The original RAMSYS methodology proposed

to determine an evaluation 
riterion in advan
e so that

ea
h group 
an evaluate their models a

ording to this


riterion.

The SPA experiment revealed several problems with

this proposal.

� It is diÆ
ult to propose a pre
ise evaluation 
ri-

terion in advan
e. In fa
t, it was un
lear at the

beginning of the SPA experiment exa
tly what

the goal was. Exploratory analysis gradually de-

veloped into predi
tive model building. Con-

sequently, ea
h group reported the 
riterion that

was most natural or easily obtainable for them

(e.g. if a tool reports the RMSE of a given model,

this RMSE was 
ommuni
ated).

� The preferred evaluation 
riteria may 
hange over



time, as a result of the knowledge gained during

the data mining pro
ess. For instan
e, in the SPA

experiment visual data analysis in some 
ases re-

vealed strong outliers. As it turned out, these

were related to unavailability of 
ertain pro
ed-

ures be
ause the fa
ility was under maintenan
e.

Su
h outliers may dominate RMSE values, whi
h

essentially makes the whole 
omparison between

data mining approa
hes or the resulting models

unreliable (even if everyone has agreed on using

RMSE). Note that outlier dete
tion is not always

easy in advan
e but may be a result of the data

mining itself and dis
ussing results with the end

user.

� There may be dis
ussion on whi
h evaluation 
ri-

terion is most relevant. In fa
t, it may not be the


ase that one evaluation 
riterion is suÆ
ient. It

seems more realisti
 to talk of a set of evaluation


riteria, instead of a single 
riterion. Di�erent 
ri-

teria measure di�erent properties all of whi
h may

be relevant (see e.g. (K�opf et al., 2001)).

� There may be subtle di�eren
es in the 
omputa-

tion of 
ertain 
riteria, the data set from whi
h

they are 
omputed (in
luding or ex
luding out-

liers), di�eren
es in the partitioning used for


ross-validation, . . . whi
h make the 
omparison

unreliable or not optimally powerful.

� When 
riteria evolve, some overhead is involved

for the di�erent groups in adopting the new 
ri-

teria. This 
auses a 
ertain slowness and relu
t-

an
y to 
hange the evaluation 
riteria among the

data mining groups.

The lesson learned here is that the proposed evalution

methodology of having a single evaluation 
riterion

that is determined in advan
e and does not 
hange

over time seems unrealisti
. It is ne
essary to have a

more 
exible evaluation s
heme in whi
h 
riteria 
an

be 
hanged, new 
riteria 
an be added, and it is guar-

anteed (enfor
ed) that every group uses exa
tly the

same version of a 
riterion, all this without signi�
-

ant overhead for the di�erent groups. This implies for

instan
e that all groups should not be for
ed to imple-

ment all 
riteria themselves.

Note that what we are dis
ussing here is a problem of

implementation. Issues 
on
erning the need for �xed

evaluation 
riteria and whi
h evaluation 
riteria to use

have been raised before, and these are not the fo
us

of this paper. The question is rather how to ensure

that, in a 
ollaborative setting, di�erent groups 
an

eÆ
iently adopt the right evaluation 
riteria, in a set-

ting where these 
riteria evolve.

The simplest way to a
hieve this is to have 
entral-

ized model evaluation. Instead of having all di�erent

groups evaluate their own models, one should have a

kind of model evaluation server to whi
h groups send

the models they have produ
ed, or the predi
tions pro-

du
ed by their models. When a group de
ides they

are interested in some spe
i�
 
riterion, they should

be able to add the 
riterion to the 
entral evaluation

server and immediately see the s
ores of all earlier sub-

mitted models on these 
riteria.

While the problems mentioned in Se
tions 4.1 and

4.2 are perhaps more important than the 
omparat-

ive evaluation problem, we 
urrently have no 
on
rete

solutions for them. We do have a 
on
rete proposal

on how to implement a 
entralized model evaluation

pro
edure, and this is what we will fo
us on in the

remainder of the paper.

5. Centralized Model Evaluation

The original RAMSYS proposal 
ontains a so-
alled

data master, whi
h is a database 
ontaining the ori-

ginal data, results of transformations, and meta-data.

The meta-data might 
onsist among other things of in-

formation about whi
h folds should be used for 
ross-

validation: it is suÆ
ient to add a single attribute to

a table whi
h for ea
h instan
e identi�es the fold in

whi
h it should be a test example.

The mode of operation for this model is as follows:

when a group wants to evaluate a te
hnique, they

download the data with fold information, run a 
ross-

validation 
onsistent with the fold information, and re-

port the result. A pre
ise evaluation 
riterion should

be de
ided upon in advan
e.

As mentioned, our SPA experien
e reveals a number of

problems with this approa
h: the evaluation 
riterion

may 
hange (e.g. one may wish to leave outliers out

of the evaluation), people tend to report the measures

that their tools 
ompute but are relu
tant to imple-

ment measures themselves, and in the best 
ase, as-

suming they do adopt some new 
riterion, it will at

least take some time before all groups have adopted it

and have produ
ed the 
orresponding results.

Our proposal 
on
erning 
entralised model evaluation

is as follows. Data mining groups (\
lients") should

send predi
tions or even the models themselves to a

\model evaluation server", whi
h is responsible for the

evaluation of the predi
tive model and automati
ally

publishes the results.

Several levels of 
ommuni
ation are possible. An in-

du
tive system typi
ally has a number of paramet-
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Figure 1. Overview of di�erent options for 
entralizing

model evaluation in 
ollaborative data mining.

ers; for a given set of parameters values the system

implements a fun
tion I : 2

X�C

! (X ! C) that

maps a dataset (a subset of the universe of labelled

instan
es X � C with X the instan
e universe and C

the set of target values) onto a fun
tion M (a pre-

di
tive model) that in turn maps single instan
es onto

some target value. One has the option to submit the

indu
tive fun
tion I ; the model M learnt from a given

data set T ; or a set of predi
tions for some data set S,

P = f(e;M(e))je 2 Sg. In all 
ases the server should

be able to derive from the submission a s
ore on one

or more evaluation 
riteria, whi
h we assume to be a

fun
tion 
(M;P ) (i.e. evaluation 
an be based on the

model itself as well as on the predi
tions it makes).

The 
urrent pro
edure in fa
t 
orresponds to a fourth

option where s = 
(M;P ) is 
ommuni
ated.

A s
hemati
 overview of these four di�erent options

(in reverse order 
ompared to above) is given in Fig-

ure 1. It is assumed that I 
onsists of a 
ombination

of a ma
hine learning tool and parameter settings, so

I is the result of tuning the tool with the paramet-

ers. Using I a model M is built from a training set,

this M is used to predi
ted labels for a test set S,

from these predi
tions a s
ore s is 
omputed using the

evaluation 
riterion 
. Note that in the 
ase of a 
ross-

validation the pro
ess be
omes more 
ompli
ated but

the same basi
 s
heme is valid: di�erent models M

i

are then built from di�erent training sets, to produ
e

one single set of predi
tions P .

Table 1 summarizes a number of 
hara
teristi
s of the

1 2 3 4

language 
omplexity L L M H


ommuni
ation 
ost L H M M

result availability L H H H


omparability M H H H

user overhead H M M L


exibility of evaluation H M H H

Table 1. Chara
teristi
s of di�erent options.

di�erent options. In the table H, M and L refer to

High, Medium and Low respe
tively. Language 
om-

plexity refers to the language that is needed for 
om-

muni
ation. Options 3 and 4 impose the 
hallenge

of developing relatively 
omplex languages and inter-

preters for them (e.g., when submitting a model M

the server needs to be able to 
ompute the predi
tions

M makes on some test set). Communi
ation 
ost is

lowest when just a s
ore needs to be 
ommuni
ated,

may be high when a set of predi
tions needs to be 
om-

muni
ated (assuming the data set 
an be large), and

is medium when fun
tion des
riptions are 
ommuni
-

ated. Result availability refers to how fast the s
ores

of di�erent models, a

ording to a new 
riterion, are

made available for other data miners to study. This

is low for Option 1 be
ause here the di�erent groups

need to implement the 
omputation of the new 
ri-

terion themselves; for the other options re
omputation

happens automati
ally as soon as an implementation

of the new 
riterion be
omes available. Comparabil-

ity re
e
ts the trust in the 
omparability of the res-

ults, whi
h is higher when a single implementation

is used (avoiding possible di�eren
es in lo
al imple-

mentations). User overhead refers to the overhead for

the data mining groups when some option is adop-

ted. In Option 1 it is highest, in Option 4 lowest be-


ause the user need only submit I (indu
tion system

+ parameters) and all testing is then done automati
-

ally. In Options 2 and 3 the user needs to implement

e.g. 
ross-validation a

ording to given folds. Finally


exibility of evaluation 
riterion is lowest for Option 2

be
ause with this option the 
riterion 
annot involve

the model itself (
omplexity, interpretability, predi
-

tion times) but only its predi
tions. This still supports

a wide range of 
riteria as long as predi
tive a

ura
y

is the most important element. For purely des
riptive

indu
tion it is less suitable.

Option 1 is the 
urrent mode of operation within So-

lEuNet. Option 2 provides signi�
ant advantages over

Option 1 with respe
t to automati
 availability of all

evaluation s
ores for all models, and is still easy to im-

plement. Option 3 imposes the 
hallenge that a good

model des
ription language and an interpreter for it



need to be available. A reasonable 
hoi
e for su
h a

language would be PMML (Wetts
here
k & M�uller,

2001). PMML is already being proposed as a 
om-

mon language in whi
h models should be represented;

it handles a reasonable amount of di�erent types of

models and there exist visualisers for them. Under the

assumption that PMML is going to be used anyway in

a 
ollaborative data mining system, an interpreter for

PMML models would be suÆ
ient to 
ater for a wide

range of di�erent model evaluation 
riteria. Cross-

validation would still require 
ross-validation folds to

be known and used by the 
lient, but testset evaluation

works �ne.

Option 4 is the most powerful one but seems least feas-

ible. There are di�erent suboptions: (4a) all model

building systems are translated into a single 
ommon

language; (4b) the 
entral model evaluation server has

the ne
essary interpreters for the di�erent languages in

whi
h indu
tive systems, data prepro
essing systems,

et
. are programmed; (4
) the server has its own ver-

sions of the indu
tive systems, and all that is a
tually

submitted is an identi�er of the system to be used and

a list of parameters. Option (4
) seems the most feas-

ible among these, but has the disadvantage that only

the systems and versions available at the server 
an be

used.

Note that Option 4
 is somewhat similar in spirit

to the option taken in the European Metal Pro-

je
t (http://www.metal-kdd.org/) where samples of

data mining data are uploaded to a 
entral server

whi
h exe
utes numerous data mining algorothms and

presents the results with respe
t to a range of 
riteria,

in an attempt to suggest the most appropriate method.

In the short term, we believe the most realisti
 im-

provement to the RAMSYS model 
orresponds to Op-

tion 2 (submission of predi
tions). This option is easy

to implement and already presents a signi�
ant im-

provement over the 
urrent mode of operation. In the

longer run, under the assumption that PMML is gen-

eral enough to des
ribe any kind of model that 
ould

be submitted and that interpreters are available, it

seems desirable to shift to Option 3.

Summarizing, a 
entralised model evaluation:

� redu
es the workload of 
ollaborators

� in
reases the 
on�den
e in the 
omparisons made

between systems

� guarantees availability of all 
riteria for all models

� redu
es the time needed to obtain s
ores on new


riteria

� adds 
exibility w.r.t. de�ning new 
riteria

We believe that all of these 
ontribute signi�
antly

to the added value that a 
ollaborative data mining

pro
ess may have over the non-
ollaborative approa
h.

(Although they are obviously not suÆ
ient: as men-

tioned other problems exist that we do not solve in

this paper.)

6. Con
lusions

Collaborative data mining, as promoted by and used

within the SolEuNet proje
t, is not a trivial enterprise.

In order for it to work well, a highly tuned supporting

environment is needed. This was re
ognized early on

in the proje
t, whi
h led to the RAMSYS proposal.

An experiment with 
ollaborative data mining, follow-

ing the RAMSYS methodology as mu
h as possible,

failed in the sense that while good results have been

obtained in the end, the added value of the 
ollab-

oration of di�erent groups seems to have been small.

Several reasons have been identi�ed: 
umbersome in-

formation ex
hange, diÆ
ult syn
hronization, and the

la
k of an environment supporting 
exible 
omparat-

ive model evaluation. The last of these problems is

most easy to solve, if a 
entralized model evaluation

pro
edure is implemented. A proposal to move in this

dire
tion has been made in this paper.

The other problems mentioned are not less important,

but we 
urrently do not have a solution for them; fur-

ther resear
h seems ne
essary. Another point is that

while we here fo
us mainly on te
hnologi
al aspe
ts,

there are also psy
hologi
al aspe
ts to 
ollaboration,

whi
h we have not investigated here. Most data min-

ing people are used to a 
ompetitive setting to su
h

an extent that even when the ne
essary environment

is present, it is not obvious that it will be used op-

timally. This, too, is a possible subje
t for further

investigation.
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