
ON A SPECIAL LAURENT-HERMITE INTERPOLATION PROBLEM

Adhemar Bultheel

We present a recursive algorithm for the construction of a rational approxi­

mation for a given Laurent series which in a certain sense interpolates at the

zeros of its numer~tor; If certain symmetry ConditiOns are satisfied, the

algorithms of Nevanlinna-Pick and Schur are found as special C~se9. We give
also an interpolation of the algorithm as a coupled recursion for reproducing

kernels of indefinite inner product spaces defin~d with the aid of the given

Laurent series. In the symmetric case, the approximation can be given a

least squares interpretation. The interpolation points can then be chosen in
&n optimal way. A numerical example of the latter problem is given.

1.,Problem t"q;r:mu+ation

The Laurent-Hermite interpolation problem as we define it here is an

attempt to generaliz~ the concept of Laurent-Pade approximation to a related

interpolation problem.

We introduce the definition gradually and start with the non-Laurent prob­

lem :

Suppose F{x) is ah analytic function in a re9ion of th~ complex plane (suppose

it is the unit disc) and let aO,al,a2, .., be a sequence of points (some of

them may coinCide) in this ~egion. The (rational) Hermite interpolation prob­

lem consists in finding two polynomials proIn and Qm,n of degrees bounded by m

. d . 1 m,n m,n/-m,n, ,
an n respect~ve y such that R ~ P Q lnterpo;ates F ln aO,al, •..aN
with N ~ m+n.

Thus
N

(F - Rm,n](x) ~ g(x) IT

o

with 9 analytic in the disc.

For th~ Laur~nt-pade

Cauchy problem. If ~ll

(x-ai)

If ~11 points a. are differeftt, this is the1
points a. ~ 0, this is the Paae problem.1
probl~m F(x) need not be analytic everywhere inside

th~ unit di~c. Suppose it has a Laurent series expansion around x a valid

in a region containing the unit circle Ix! = 1. Then one tries to find t~~g­

~opm~tric polynomials pm,n and Qm,n of degree hot exceeding m and n respec~

tively such that Rm,n ~ pmin/Qm,h has a LaUrent series expansion in the neigh­

borhood of Ix I ~ 1 being ~uch that F ~ nm,n COntains no terms in xi for Iii ~N.



This problem has received some attention [11,6]. It is known to be related

to the Schur algorithm [1,16] and thus to two-point Pade approximation [17].

This means that one constructs a rational function approximating two power

series simultaniously, viz. the "analytic part" of F and the "coanalytic part"

of F. One part is approximated at the origin, the other at infinity.

The Laurent-Hermite interpolation problem is a direct generalization of

this. We interpolate the "analytic part" at 0 = aO,a1,a2, ... , a sequence of

points inside the unit disc and the "coanalytic part" at points 00 = 1/60,1/61,

1/82, ... outside the unit circle (upper bar denotes complex conjugation) so

that we have in the end

m,n
F (x) - R (x)

N N

m,n m,n / 1 )
111 (x) II (x-a.) + 112 (1 x) II (-- S.

o lOX 1:
(1)

with l1~,n(x) and l1~,n(l/x) as functions of x, analytic inside the unit disc,
m,n

everywhere, except for poles of R

In this paper we are not going to consider this general case but an inter­

esting special version of it. Suppose we know the zeros of F, or at least,

can estimate them. If they are a1,a2, ... and 1/81,1/82, ... with lail, Isil <1,

then it is wise to propose an approximant Rm,n of the form

mm

II(x-a. )
II(1/x-S.)

Rm,n(x) =

1 11 1
1jJn

(x)
. <Pn*(1/x)

(2)

= F(x) after max(m,n) steps. If the estimates a .. 1
and S. are not exact, then our procedure still provides an approximation in1
a restricted Laurent-Hermite sense.

with <Pn* and

S. are exact1
gorithm that

1jJpolynomialsn

and if F(x) is

. m,n ( )glves R x

of degree at most n. If the estimates of a. and1
of the form (2), then we ,shall formulate and al-

Of course we can not go as far as in (1)

because we fix the numerator beforehand, thus reducing the degrees of freedom.

However all remaining parameters in the denominator are used to satisfy (1) as

far as possible. More precisely we require 1jJ and <P* to be such thatn n .

F(x) -

m

.II(x-a. ) (1/x- S .)
1 1 1
1jJ(x)<p* (1/x)n n

m m

m,n / m,n / / -)/ /111 (x)II(x-a.) 1jJ(x)+112 {1 x)II(1 x-S. <p*(1 x)
o 1 n 0 1 n

with as before aO = So = 0 and l1~,n(x) and l1~,n(l/x) as functions of x are

analytic inside the unit disc.



First remark that if m < n, then we can always add a 1 = a 2 = ... = am+ m+ n

S 1 = S 2 = ... = s = 0 because this does not change the numerator.m+ m+ n

The case m > n gives more trouble. We don't like to consider it at this

moment and suppose that in this case m-n zeros are simply devided out of F(x)

so 'that we restrict ourselves from now on to the case m = n.

2. Justification

The Laurent-Hermite interpolation problem has recently found a very inter­

esting application in the construction of least squares ARMA (auto-regressive,

moving average) filters [2, 3, 4, 7, 8, 9]. In this special case the given

Laurent series F(x) =! f xk represents an autocorrelation function and ther~
_00 k

fore f_k = fk and for all n the Toeplitz matrices constructed on the parameters

{f.}~ are positive definite. For the general theory we refer to the liter-J J=-n
ature where it is shown how the classical Wiener-Massani AR-prediction theory

[18] can be nicely adapted in this context .. To explain the basic idea however

we may restrict ourselves to the case that F(x) is rational. F(x) is then

factorizable as F(x) = s(x) .s(1/x) with s(x) rational having all its poles and

zeros inside the unit disc. s(x) is in essence the filter one wants to con-

struct from the covariance data F(x) and the location of the poles and zeros

of s(x) are crucial for stability reasons. The example shows also why we do

not consider the general Laurent-Hermite problem. Indeed the result of this

would deliver an approximant to F(x) that may not be factorizable in general

(i.e. not be positive on the unit circle) and thus gives no approximation to

s(x) which is the ultimate goal. By restricting ourselves to the special

problem described bef9re, we fix the numerator as a product of linear factors

with zeros separated as desired and the denominator is found as a product of

two polynomials. Thus we directly find the approximant of s(x) because the

zeros of the denominator are automatically separated. This results from the

properties of F(x) and the algorithm we are going to define in the next sec­

tion. Just as in the classical case of AR filtering, the approximant can be

shown to be optimal in a weighted least squares sense. At the end of the

paper we shall give a numerical example illustrating these ideas. The remain­

ing sections give a general framework for these techniques. We give in sec­

tion 3 the description of an algorithm in the style of Schur [1,16] and

Nevanlinna-Pick [1] to construct the approximant recursively. Section 4 de­

fines reproducing kernels for a certain indefinite inner product space and



derives a Christoffel-Darboux type formula. In section 5 it is briefly

sketchedlhow these reproducing kernels satisfy a recursion that turns out to
be exactly the same as the one described in section 3.

3.-A sChlr-likealgorithm
I

In this section we describe an algorithm that shall give the required approxi-

mant rec~rSiVelY. It is a continued fraction type of algorithm which is a

generali1ation of a similar recursive scheme proposed by Shur [1,16].

Given F(1) = I fkxk, fO = 1, we split this up into two parts

I -:

1 + 2 L fkxk and F (l/x)
I 11 +

We call 2[1+F (x)] the analytic part

part of F(x).

+
F (x)

00

1 + 2 L
1

of F(x)

k
fkx

and

1 - +
thus F(x) = 2[F (l/x)+F (x)].

1 -
- 2[1-F (l/x)] the coanalytic

We construct the matrix

1:::.0 (x)
1
2

+ +
l+F (x) -(l-F (x»

-(l-F (l/x» l+F (l/x)

def

o
1:::.11 (x)

o
1:::.21 (l/x)

o
1:::.12 (x)

o
1:::.22 (1/x)

Now we successively transform I:::.O(x) into 1:::.1 (x) ,1:::.2 (x),... , such that

I:::. (x)n

satisfies

n
1:::.11 (x)

n
1:::.21 (x)

n
1:::.12 (x)

n
1:::.22 (l/x)

n
1:::.11 (x)

n
1:::.21 (1/x)

n
'Vn

~ (x-ai) .1:::.11 (x)

1 n - 'Vn

- n (1-13.x) .1:::.21 (l/x)
x 1 1

n
1:::.12 (x)

n
1:::.22 (l/x)

(3)

with ~~j (x) and ~~j (l/x) as functions of x analytic inside the unit disc.

Clearly these requirements are met for n = O.

The transform from I:::. 1 (x) to I:::. _(x) is described as followsn- n

I:::. (x) = I:::. 1 (x)e (x)n n- n



with

r I
1

-Y~ Ilx-an
aI1

a

-Pn8

(x)
n

1-

Jlo 1-SnXJl-p~

S
1

1-Yn
La ~n-1 ~n-1

aa
Pn = 1:.12 (an)11:.11 (an)

;Yn
== a
n Pn

S ~n-1 - ~n-1-

S
== S

S

Pn ==1:.21 (Sn)11:.22.(Sn)
;Yn n Pn

. ~ aif a and S r O. For a == a or S == a we would have P
n n n n a S n

case we have to replace the formulas for P and P byn n

S
Pn

O. In that

pa ==~ ra

(x) I x==O

a
== 0,ra(x)

~n-1 ~n-1

n dx n
' Ynn

== 1:.12 (x)11:.11 (x)

and pS ==~ rS(x) I x==O

S
rS(x)
~n-1 ~n-1

, Yn

== 0,
== 1:.21 (x)11:.22 (x)n dxn

n

It can be verified that paiS and ya/S are chosen such that if I:. 1 (x) satis-n n n-

fies (3) with n replaced by (n-1), then also I:. (x) will satisfy (3).n

Now consider the matrix

e (x)n 81(x)82(x) ... 8n(x).

It is clear from its construction that the elements of e (x) are polynomialsn
in x of degree n. By taking linear combinations of elements in e (x) we de-* * n
fine the polynomials f ,g,~ and ¢ by the relationn n n n

1

1

1

-1
e (x)n

*
¢n

*fn

~n

-gn

or equivalently



*

*
Iji - g

4> + f n n
n n

1e (x)= "2.
* *

Iji + gn

n

4>n

- f
n

n

Multiplying out the product ~O(x)en(x)

(3) gives for the (1,2) element:

~ (x) where ~ (x) has the propertiesn n

n+ ~
-g (x) + F (x)1ji(x) = x TI (x-a')~12(x)n nil

and for the (2,1) element:

* _ * in _ ~
-f (x) + F (l/x)4> (x) = - TI (1-B.x)~21 (l/x)

n n x 1 1

or if we divide by xn and set f*(x)/xn = f~(l/x) and Iji*(x)/xnn ll~ n ljin*(l/x)

-fn*(l/x) + F-(l/x)4>n*(l/x)

1 n 1 - ~
- TI (- - B.) ~ (l/x).
x 1 x 1 21

Now
n

det e (x)
= TI det 8. (x)n 1

1

which gives *

*
4> (x)g (x)

+ f (x)IjJ(x)
n n

n n

n _ a"S: as
TI (x-a,) (l-B,x) (l-y,y,) (l-P.P,)
1111111

2Cn

n
TI (x-a.) (l-B,x)
111

where C is a constant.n
If Iji(x) and 4>*(l/x) have no zeros on the unit circle, then in a certainn n

region containing this circle we may define

1 - +
2 [F (l/x) + F (x)]n n

and

+
F (x) = g (x)/Iji(x)n n n

F (x)n

and F-(l/x) = f *(l/x)/4> *(l/x)n n n

n 1
TI (x-a,) (- - B,)

1 1 X 1
C --------
n Iji(x)4>* (l/x)n n

We have

n

n
1 - ~ 1 1

~
F (x)

- F(x)= TI

(x-ai)~12(x)/ljin(x)
+ TI(- - B.) ~ (-) /4> (-)n 0 0x 1 21 x D* x

as required. This completes the description of the algorithm.



4. Indefinite inner product spaces, reproducing kernels and Christoffel­

Darboux relations

Like the Schur algorithm is related to the Szeg6 polynomials orthogonal on

the unit circle, the algorithm of the previous is related to orthogonal

(rational) functions and reproducing kernels for some indefinite inner product

space which we shall'introduce in this section.

Consider the space F of functions having a Laurent series expansion in

a region containing the unit circle. We define two subspaces of rational

functions of a certain degree n with given poles outside the unit disc :

.ra
n

.rs
n

{

{

p (x)n
n
IT (1':"a .x)
1 J

q (x)n
n
IT (1-13.x)
1 J

, p polynomial of degree n la. I < 1 }n ' J

, q polynomial of degree n Is, I < 1 }n ' J

For fixed F(x)
00 k
~oo fkx , fO = 1, we define a linear functional C such that

k _ f
C(x ) - -k

k ... ,-1,0,1,2, ...

and we associate with it the following indefinite inner product over F

<f,g> = C(f g*)

where by definition h*(x) = h(l/x).

We define also transformations from .ran into .rS and conversely byn '

f E.ran n

g E.rSn n

where

as def as 13
~ f = U (x)f (x) E .rn n n* n

Sa def Sa a
~ g = U (x)g (x) E .rn n n* n

UaS(x)

n
x- a. nx- S.

IT

l
andUSa (x) l=

=IT
n

n-
i=l 1-13,x i=l1-a.xl l

With these transformations we have the following relations as can be easily

verified



PROPERTY 4. 1

<f,g> =

a
For f E £ and 9 En

8a a8
<g*,f*> = <g ,f >

£8
n

The recursive algorithm of the previous section is closely related to the

construction of reproducing kernels [14] for £a and £8, n = 0,1, .... Thesen n
kernels are defined in the following way

The kernels k (x,y) and £ (x,y) are in £8 resp. £a as a function of x for
n n n n

fixed y and are such that

<f(.),k (.,y»n .

<£(.,y),g(.»

f(y)

9 (y)

Vf E £an

Vg E £ 8n'

As in the classical case, under certain non-degeneracy conditions for the

product space, (which we suppose to be satisfied wherever needed) these ker-

and can be expressed as a combination of a biorthog-

{jl.}~ form a basis for £a and £8 respectively andJ n n
sense that <A. ,jl.> = 0 ... It is easily verified thatl J lJ

n
L ]..I. (x) A. (y)
o J J

nels are uniquely defined

onal basis for £a and £ 8.n nn
Indeed, suppose {A.}O and. J
are biorthonormal in the

k (x,y)n

n
LA. (y) jl. (x)
o J J

and £ (y,x)n

LEMMA 4. 2

£ (y,x) .= U8a(x) U8a(y) k O/y,l/x)
n n n n

PROOF

By definition is <f(x),k (x,y» = f(y), Vf E La. With property 4.1 then alson n

<U8a(x) k (l/x,y), Ua8(x) fO/x»n n f (y) .

Take the a8 transform with respect to y then

<Ua8(y) u8a (x) k (l/x,l/y), fa8(x» = fa8(y).n n n

If f E £a is arbitrary then fa8 E £8 is arbitrary so that the result followsn n
by definition of £ (x,y).n
Using the biorthonormal basis functions, the following corollary is simple to

prove



COROLLARY 4.3

9, (y,a )n n

and

9, (13 ,a )
n n n

with

A Sa ( )K fJ Yn n

A fJ

K K
n n

9, (13 , x)
n n

fJ as ( )K K Xn n

A
K n AaS(a )n n and KfJ= fJSa(S )

n n n

The following theorem gives the analogue of the Christoffel-Darboux relation

for orthogonal polynomials~ now generalized to a relation for the biorthonor­

mal systems.

THEOREM 4.4

Sa as

fJn+1(y) An+l (x) - An+l (y) fJn+1(x)k (x,y)n

PROOF

1- ( Y-Sn+1

1-an+1y

x-a
n+l

1-13 x
n+l

Call the right hand side R(x,y), then we have to prove that <f(x) ,R(x,y»
a

f(y), Vf E £. Now <f(x) ,R(x,y» = f(y)<l,R(x,y» + «x-y)h(x) ,R(x,y»
n def a

where f(x) - f(y) = (x-y)h(x) E £ .n

We first show that the second term vanishes. Indeed, working on the denom-

inator of R(x,y) we find with some algebra that

. - Sa as
«x-y)h(y) ,R(x,y» = c <hi (x) (l-aY),fJ 1 (y) A 1 (x) - A 1 (y) fJ 1 (x»n+ n+ n+ n+

with hi (x) = (x-S l)h(x) E La. Using property 4.1 and the orthogonality ofn+ n

fJ 1 and A 1 on £a and £13 respectively, it follows that this is zero.n+ n+ n n

We thus may conclude that <f(x) ,R(x,y» = f(y)n(y) with n(y) = <l,R(.,y».-- ---
Similarly, we can show that <R(x,y) ,f(y» = n' (x)f(x) where n' (x) = <R(x,.) ,1>.

Using both results on <R(x,.) ,R(.,y» we find that it equals n(y)R(x,y) and

also n' (x)R(x,y) so that we must have n' (x) = n(y) constant = n.

Take x = a 1 and y = 13 l'n+ n+

. fJ

n k (a 1,13 1) = K 1n n+ n+ n+

then we have shown that

A

Kn+l - An+l (Sn+l) fJn+1(an+1)



The first term in the right hand side equals k 1 (a l'S 1) because of corol­n+ n+ n+

lary 4.3. So the difference in the right hand side is k (a l'S 1) and thusn n+ n+

is 11 = 1.

5. Recurrence relations

In this section we give a recursion for the reproducing kernels defined in

the previous section and briefly indicate how it is related to the recursion

in section 3. The proof of the correspondence between both recursions requires

more knowledge about the indefinit inner product space which we shall not give

in detail. More on this will be published later (see also [2,7,9]).

The reproducing kernels satisfy the recursions given in the following

'THEOREM 5.1

a S as
(1-Pn+1 (y)Pn+1 (y)) [£n+l (x,y)kn+1 (x,y)]

as ][£ (x,y)k (x,y) •n n

1 y-an+1)( ­
1-Sn+1Y

a
Pn+l (y)

x-an+1

l-S x
n+l

o 1 a
-P (n+l y)

y-Sn+l
I )

l-an+1y

pSn+1 (y)
1 o 1 _pSn+l (y)

1

with

PROOF

a
Pn+l (y)

S
Pn+l (y)

Sa

-fln+1 (~)hln+l (y)

~S
-An+l (y)/An+l (y)

Obviously

k 1 (x,y) - k (x,y)n+ n A 1 (y) fl 1 (x) •n+ n+ (4)

A 1 (y) fl 1 (x) is herein replaced by an expression that can be found from then+ n+

Christoffel-Darboux formula. We obtain



kn+l (x,y) =

x-a

y-Sn+l ) ( n+l)k (x,y)( - n
- 1 S x

l-an+1y - n+l

Sa as
+ ~n+l (y) An+l (x)

( 5)

The as transform of a relation like (4) written down for £ 1 (x,y) givesn+

x-a

( n+l )£as(x,y)- n
l-S x

n+l

Extract AaS1 (x) from (6) and substitute in (5), thenn+

£as
n+l (x,y)

as
+ An+l (x) ~n+l(Y)

(6)

a
Pn+l (y)kn+1 (x,y)

x'-a
y-Sn+l ) ( n+l)k (x,y)I _ n

- 1 S xl-an+1y - n+l

a
Pn+l (y)

as )- [£ 1(x,yn+ x-an+1 £as(x,y)]- ( ) n
l-S lxn+

(7)

. a Sa
wlth Pn+l (y) =-~n+l (Y)/~n+l (y).

Repeat the same thing for £ 1 (x,y)n+
as

and take the transform. This yields

S as
Pn+l (y)£n+1 (x,y)

y-a
S ()( n+l )£as( )

Pn+l y - n x,y
. l-S Y

n+l

- k 1 (x,y) + k (x,y)n+ n
(8)

with pS 1 (y) =-A 1 (y)/AaS1 (y).n+ n+ n+

Combining (7) and (8) gives the recursion.

It follows simply from Theorem 5.1 that

COROLLARY 5.2

a S
(1-Pn+1 (0)Pn+1 (0))kn+1 (0,0)

'and because kO(O,O) = 1 :

- a S
(1-a 1S 1P 1 (0)P 1 (0))k (0 ,0)n+ n+ n+ n+ n

k (0,0)n

n
- a S a S

IT (1-a.S.p. (O)P. (O))/(1-P. (O)p. (0)).
1 1 1 1 1 1 1

There is a certain similarity between the 8 (x) matrices of section 3 andn .
the recursion for the reproducing kernels given above. To show the corres-*
pondence more explicitly, take y = 0 and suppose that ~ (x) and W (x) are the

S . n n
numerators of £a (x,O)c and k (x,O)c respectively, withn n n n



cn
n a S
IT (l-p,(O)p,(O)
1 l l

The recursion for these polynomials is then

*
[<I>(x) Iji (x)]n n

*
[<I>n-1(x) ljin-1 (x)]8n (x)

(9)

with 8 (x) ofn
definition of

exactly the same form as the one defined in section 3. Only the

pa and pS is different.n n
The explicit identification of both recursions requires a more detailed study

of the indefinite inner product space, If this space is not degenerate [5]

a whole projection theory can be set up and the proofs are relatively simple.

Consult [2,7,9] for similar proofs. If F(x) is such that the inner product

space is degenerate, then the algorithms may break down and we have a situa­

tion similar to the construction of Pade approximants for a function with

non-normal Pade table. However the algorithms may be modified to overcome

this situation and proofs go through, although everything becomes considerably

more complicated.

That we found in section 3 only the recursion of the reproducing kernels

for the special case y = a is due to the fact that we normalized in the Schur

algorithm in each step at x = 0, and not in a general point x = y. If the

algorithm of section 3 would have been adopted as such, then we would have

found the complete recursion of theorem 5.1.

Thus both algorithms are completely equivalent. The algorithm of section

3 is called of outgoing type because it starts with the whole information about

F(x) in 60(x) and at every step, some information (p~,p~) is extracted and thel l
algorithm goes on with what "remains" of F(x). This algorithm resembles much

the division algorithms constructing continued fractions whose convergents are

Pade approximants. The algorithm of this section is called of incoming type*because one
starts with no information(<I> =Iji =1)at all and gradually,asa a

the algorithm comes along,

more and more information about F(x)is thrown in.

This is accumulated in the polynomials of increasing degree. The matrix e (x)* n
the polynomials f and g. These are re-n n

It are the kernels for similar

defined in section 3 contains also
*

lated to reproducing kernels as <I>n

rational function spaces, now with
1 - +

function ~(x) = 2[~(1/x) + ~ (x)]

and Iji are.n
an indefinit inner product related to the

+ -
with ~ (x) and ~ (x) the formal inverses of



F+(X) and F (x) respectively.

6. The location of transmission zeros, a numerical example

In this section we give a numerical example which is taken from an impor­

tant application of the previous theory viz. when F(x) is an autocorrelation

function for a discrete time stationary stochastic process. This is only a

special case of what is developed in the previous sections but, because of the

symmetry in the problem, it simplifies the formulae and shows clearly the

the unit circle. Also a, = S,1 1
The general theory for this application

applicability of the theory:
So e.g. fk =

Vi so that

f and F(x) is positive real on
-k

£a = £ S = £ .
n n n

has appeared elsewhere [2,3,7,8,9]

and it is not repeated here. We mention only the main results.

The most important consequence of the specialisation is that we can now

give a least squares optimality interpretation for the approximant, weighted

with F(x) itself. Indeed, suppose F(x) has the factorization s(x) .s(l/~),

then

min

h E£n n

1
2TI

TI

f I~~)s(e
-TI

-h (ej8)12F(ej8)d8n

So the previous methods do not only

= k (x,O)s(O) and the minimum is given by S = 1 -n n
however that the solution is parametrized in the chosen

is attained for h

2 n
k (O,O)s(O) . Remarkn
transmission zeros a. that define £ .1 n
give us an algorithm to find an approximant with given transmission zeros,

but we can even improve upon this result if we are willing to optimize the

of aO,a1,a2'.~ .. Therefore we have to

minimize IT (1-1p. 12)/ (1-h, 12) (seeill

points a. (= transmission1
We shall even find the exact transmission zeros, provided the given

least squares error S as a functionn
maximize k (0,0), or equivalently ton
corollary 5.2 with p~ = p~ = p, and y, = a,p,).111 111
choose the optimal location of the interpolation

zeros) .

Thus we have a tool to

F(x) is rational and that the degree of the rational approximant is high

enough (at least as high as the degree of the given function). The objective

function to be minimized is evaluated after n steps of the recursive algorithm

defined in section 3, but, taking the sYmmetry into account, it becomes even

simpler. It is familiar with the interpolation algorithm of Nevanlinna and

Pick [1]. So if n is not too high,a function evaluation is relatively cheap.



For a numerical example we took for F(x) the Laurent series valid at Ixl=l

for the function

2
(x-a)
2 -

(x-81) (x-82) (x-82)

a 0.5; 81 -0.5; 82 0.5 exp (jn/4)

The first coefficients are listed below

fO = 3.925130 f1 = -3.205387

f2 = 2.104909

f3 = -1.367445

f4 = 0.825844

f5 = -0.478882

f6 = 0.279871

f7 = -0.156157

f8 = 0.087150

f9 = -0.048429

f10= 0.026176

f11= -0.014318

f12= 0.007713

f13= -0.004113

f14= 0.002214

f15= -0.001170

fH~= 0.000610

f17= -0.000328

f18= 0.000171

f19= -0.000090

/

If we estimate the zeros at the origin and at a = 0.5 exactly, then we find

after four steps of the Schur algorithm the exact approximant with a minimal

value of S4 = 0.90398~ However numerical experiments show that the location

of a at 0.5 is not crucial at all because any other value of a in the inter­

val [0.4,0.8] (if we know a to be real) gives about the same minimum. This

illustrates that the approximation is in many cases (even in this simple

example) rather insensitive to an exact location of the transmission zeros.

If however we look at this procedure as a method to find the exact transmis­

sion zeros, then the example illustrates the ill conditioning of this problem.

It is comparable with a situation of least squares exponential approximation

or any other least squares rational approximation problem. Other, more com­

plicated examples all showed the same characteristic behaviour, the situation

becoming worse as the transmission zeros approached the unit circle.

The convergence of this special case has been studied at least theoretically.



The general situation as described in previous sections however is still an

open question. In this case we can also have non-normal situations as for the

Pade approximation problem. The study of these anomalies is still under in­

vestigation and will be reported on later. The theory is however appealing

and'several potential applications in minimax rational approximation [10],

systems theory, codihg theory [13], networks [9] and scattering theory [12]

are developed.
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APPENDIX

1.0

0.90398

-1.0

Objective function

0.0

422
TI(l-\p. I )/(l-\y. I ) for the numerical example
111

1.0

after two extractions at the origin. and two extractions in a E[-l,l]

The minimum 0.90398 is obtained for a = 0.5.


